
Revista
Cadernos de
Finanças Públicas

2026
Edição Especial

de Finanças Públicas 
30Prêmio Tesouroº



Forecasting Central Government Primary Expenditure: A Comparative Analysis 

of Statistical Techniques, Machine Learning, Deep Learning, and Combination of 

Forecasts

Eduardo Jacomo Seraphim Nogueira

Universidade de Brasília - UnB 

 

ABSTRACT

Forecasting public expenditures is essential for fiscal planning, but in many countries simple 
and less robust methods are still used. Although the use of statistical techniques is well 
established, the application of Machine Learning and Deep Learning remains limited, especially 
in expenditure forecasting. This paper investigates the performance of different classes of 
statistical models, Machine Learning, Deep Learning, and their combinations in forecasting 
Brazilian federal primary expenditure series. The study employs official data, automatic 
parameter optimization, temporal cross-validation, and conformal prediction to build forecasts 
and confidence intervals. The results show that statistical models remain highly competitive, 
outperforming more complex algorithms in long horizons, while deep models perform better in 
short horizons. Forecast combinations, in turn, deliver, balanced performance. It is concluded 
that advanced forecasting techniques are useful tools to support fiscal policy in Brazil.  
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1. INTRODUCTION

The preparation of reliable fiscal forecasts is a central activity for the efficient functio-

ning of the public sector, both in terms of policy formulation and the sustainability of public 

finances in the medium and long term (ECLAC, 2015). The quality of these projections directly 

affects the credibility of governments, compliance with fiscal rules, and the efficient allocation 

of public resources. Although the literature on fiscal forecasting has traditionally focused on 

revenue modeling, there is growing consensus on the need for public expenditure to be subject 

to rigorous methodological analysis (ECLAC, 2015).

Studies such as that by Kyobe & Danninger (2005) investigate in depth revenue forecas-

ting practices in developing countries, highlighting the scarcity of research on their determi-

nants. The authors note that in low-income countries, revenue projections are predominantly 

made in aggregate form, whereas in higher-income countries, more disaggregated data are used. 

In addition, the authors point out that, although more sophisticated statistical methods are used 

in certain contexts, the use of subjective assessments and simple extrapolation techniques pre-

vails as the dominant practice in most low-income countries for deriving revenue projections 

(Kyobe & Danninger, 2005).

As noted by Kyobe & Danninger (2005), most developing countries still use very simple 

or subjective methods, or mere extrapolations, to make revenue projections, which is no dif-

ferent from the reality observed in Brazil, both for revenue forecasting and public expenditure 

projections. As a result, fiscal policy managers rely heavily on spreadsheet-based structures, ju-

dgment, and projections by national authorities, which are subject to discretionary adjustments 

that are easier to manipulate and difficult to detect, to the detriment of formal econometric 

models (Kyobe & Danninger, 2005).

In contrast, public expenditure projections are traditionally approached with a methodo-

logy that, although fundamental to budget management, often lacks the same analytical depth 

based on predictive statistical models. The predominant concept for expenditure projection 

lies in the development of baselines or no-policy-change scenarios, in which the future cost of 

public services is estimated assuming the continuity of existing policies and structures (Rahim 

et al., 2022).

These baselines are constructed from input costs (labor, operating costs, equipment), 

whose factors (price and volume) are adjusted by macroeconomic parameters such as inflation 

or population growth (Rahim et al., 2022). According to the authors, although this approach is 
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vital for planning and fiscal discipline, it focuses on funding existing policies rather than pre-

dicting future expenditure behavior based on complex statistical relationships and underlying 

economic and social dynamics.

Several international organizations emphasize the strategic importance of expenditure 

forecasting. The Economic Commission for Latin America and the Caribbean (ECLAC) points 

out that, especially in Latin American countries, public spending has structural characteristics 

that make it challenging to forecast, such as budgetary rigidity, legal constraints, and exposure 

to exogenous shocks (ECLAC, 2015). The International Monetary Fund (IMF) reinforces that 

expenditure forecasts are crucial for constructing budget baselines and conducting fiscal sustai-

nability analyses (Rahim et al., 2022), and are particularly critical in contexts of fiscal consoli-

dation or structural reforms (IMF, 2014).

The Organization for Economic Cooperation and Development (OECD) argues that well-

-founded expenditure forecasts are essential for the effective performance of Independent Fiscal 

Institutions (IFIs)1, as they enable the early detection of fiscal risks and the improvement of 

budgetary transparency (Shaw, 2017). In addition, Cameron (2022) recommends that forecasts 

be systematically evaluated through ex-post review processes, with an emphasis on institutional 

learning, rather than just on-point accuracy.

Despite recognition of the importance of the issue, public expenditure forecasting faces a 

number of practical challenges. Among the most relevant are: (i) the low frequency and small 

number of observations available in historical series; (ii) the presence of structural breaks resul-

ting from institutional changes, legal changes, or accounting reclassifications; (iii) the coexis-

tence of highly rigid components (such as retirement and pensions, personnel, and mandatory 

transfers) with discretionary portions subject to political instability and contingencies (ECLAC, 

2015); and (iv) the difficulty of anticipating the behavior of public agents in the execution of 

spending, especially in election years (Hadzi-Vaskov et al., 2021).

From a methodological point of view, the literature points out that, traditionally, expen-

diture forecasts are based on deterministic methods, spreadsheets structured by elasticities, 

and univariate or multivariate statistical models, such as linear regressions, integrated autore-

gressive moving average models, and exponential smoothing models (ECLAC, 2015). Struc-

tural models are more commonly used in medium- and long-term analyses, often incorporating 
1	 According to the OECD, Independent Fiscal Institutions (IFIs) are independent public institutions with 
a mandate to critically assess and, in some cases, provide impartial advice on fiscal policy and performance. IFIs 
aim to promote sound fiscal policy and sustainable public finances, helping to promote greater transparency in 
public accounts. Available at: https://www.oecd.org/en/topics/parliamentary-budget-offices-and-independent-fis-
cal-institutions.html. Accessed on: 9/21/2025.
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exogenous macroeconomic projections for variables such as GDP, inflation, and demographics 

(Ando & Kim, 2022).

In recent years, there has been growing interest in the use of machine learning (ML) 

and deep learning (DL) methods in fiscal forecasting. Recent empirical studies published by 

the IMF explore this agenda on several fronts and suggest that machine learning models can 

outperform traditional methods in certain predictive tasks, especially when there are large vo-

lumes of data, multiple correlated variables, and complex nonlinear patterns (Jung et al., 2018); 

(Bolhuis & Rayner, 2020). In addition, Chen & Ranciere (2016) demonstrate that high-frequen-

cy financial information, such as sovereign spreads and market interest rates, can anticipate the 

behavior of fiscal variables, indicating potential complementary predictive value.

However, it is also recognized that these methods have important limitations, such as 

low interpretability, sensitivity to overfitting, and the need for careful calibration (Bolhuis & 

Rayner, 2020). It should also be noted that most ML and DL applications in the fiscal field focus 

on forecasting tax revenue or economic growth, with a scarcity of empirical evidence on their 

performance in forecasting public expenditure (Eicher et al., 2018). Furthermore, there are few 

studies that systematically compare different model families, evaluating predictive performan-

ce based on multiple metrics, confidence intervals, and out-of-sample validation (Ando & Kim, 

2022).

2. LITERATURE REVIEW

International literature on fiscal forecasting has advanced significantly in recent deca-

des, both from a methodological and institutional perspective. This development is intrinsically 

linked to the growing demand for credible fiscal rules, the need for intertemporal coordination 

of public policies, and the centrality of transparency in modern budgetary governance. In this 

context, institutions such as the Congressional Budget Office2 (CBO), the Office for Budget 

Responsibility3 (OBR), the European Central Bank (ECB), and the Institute for Fiscal Studies4 

(IFS) play key roles in developing and disseminating methodologies for fiscal projections with 

a high level of technical rigor.

2	 The CBO plays the role of IFI in the United States. For more information, see: https://www.cbo.gov/. 
Accessed on: 9/21/2025.
3	 The OBR plays the role of an IFI in the United Kingdom. For more information, see: https://www.obr.
uk/. Accessed on: 9/21/2025.
4	 The IFS is the UK's leading independent economic research institute. For more information, see: https://
www.ifs.org.uk/. Accessed on: 9/21/2025.
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In the case of the United States, the CBO adopts a detailed and structured approach to 

preparing its macroeconomic and fiscal projections. In its methodological report, the agency 

describes the process of formulating long-term forecasts based on structural models and tech-

nical judgment analysis. The CBO's main model incorporates a general equilibrium structure 

with nominal and real rigidity, integrating rational expectations of agents, assumptions about 

productivity, interest rates, and labor force participation (Arnold, 2018). The agency acknow-

ledges that these projections are highly sensitive to assumptions about demographic trends and 

productivity growth, which implies constant revision of parameters and periodic validation 

with historical data (Arnold, 2018).

In addition, the report on the preparation of the budget baseline details how the CBO 

constructs its public expenditure forecasts based on institutional information and projections 

disaggregated by budget subfunctions (Stern et al., 2023). The forecast for each subcomponent 

of expenditure takes into account legal rules, historical trends, demographic pressures, and pro-

jected macroeconomic parameters, ensuring consistency between budget blocks (Stern et al., 

2023). This bottom-up construction strategy serves as a reference for the empirical approach 

adopted in this study.

In the UK experience, the OBR stands out for both its technical sophistication and its 

commitment to transparency. As stated in OBR (2011-a), the OBR's macroeconomic and fiscal 

forecasts combine econometric models of aggregate demand with institutional judgment in or-

der to incorporate qualitative information from ministries, agencies, and public sector experts. 

This integration between formal models and tacit knowledge is essential to capture institutional 

aspects that are often absent in purely quantitative approaches.

In the fiscal sphere, the OBR employs a disaggregated methodology, projecting manda-

tory and discretionary expenditure categories and interest charges separately (OBR, 2011-b). 

The methods used range from trend extrapolations to projections parameterized by legal rules, 

as well as discretionary adjustments based on recent events. According to OBR (2011-b), this 

type of adjustment is indispensable in the face of legislative changes or administrative reorga-

nizations, highlighting the importance of technical judgment in the predictive process.

Another relevant aspect of the OBR's work is its emphasis on monitoring fiscal execution 

throughout the year, with periodic revisions of forecasts as budget execution data becomes 

available. As described in OBR (2018), intra-annual updates are made based on monthly re-

ports and administrative data, allowing forecasts to be revised according to signs of deviation 

in budgetary behavior. This process becomes especially important in contexts of high political 
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or economic volatility, in which the rigidity of static forecasts compromises their usefulness for 

fiscal policy.

In the field of uncertainty communication, the OBR has developed pioneering practices 

for the probabilistic representation of fiscal projections. The agency uses fan charts to express 

confidence intervals around deficit projections and other fiscal variables, based on the empirical 

distribution of past forecast errors (OBR, 2012). According to OBR (2012), such charts are 

useful for communicating the range of uncertainty associated with projections, even if they do 

not accurately capture extreme events. These practices are directly related to the objectives of 

this study, which measures and compares the predictive performance of different models that 

are automatically updated and based not only on point projections but also on interval metrics, 

using conformal forecasting.

Broadening the institutional perspective, the study by Leal et al. (2008), published by the 

IFS, offers a critical and comprehensive view of the challenges inherent in fiscal forecasts. The 

authors highlight the recurring problem of optimistic biases in official forecasts, especially in 

election years, and argue that such distortions reduce the credibility of fiscal policy and under-

mine the sustainability of public accounts (Leal et al., 2008). The tension between transparency 

and technical sophistication is also addressed, pointing out that more complex models, althou-

gh potentially more accurate, tend to be less understandable to the public and more difficult to 

audit (Leal et al., 2008). The authors also highlight that forecasting public expenditure is more 

difficult than forecasting revenue, due to the institutional rigidity of many expenditures and the 

unpredictability of discretionary policies. European literature points out that, even with fiscal 

rules, expenditure forecasting errors persist and are concentrated in items subject to political or 

accounting volatility (Leal et al., 2008).

The forecasting methodologies employed by these institutions are diverse and often com-

bine different approaches in a suite of models. The European Central Bank also adopts this 

strategy, which seeks to balance complexity and simplicity, empirical adjustment, and theo-

retical soundness. Macroeconometric models can be categorized, for example, into Dynamic 

Stochastic General Equilibrium (DSGE) models, Vector Autoregression (VAR) models, and 

semi-structural models (Ciccarelli et al., 2024). In the fiscal field, satellite DSGE models are 

also used to analyze fiscal multipliers under tight monetary policy, with forward guidance and 

quantitative easing, often including a relatively wide range of fiscal policy instruments (Cicca-

relli et al., 2024).

Other authors, such as Cimadomo et al. (2017), propose the use of nowcasting techniques 
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based on Bayesian models with mixed-frequency data to forecast fiscal balances. The model 

uses higher frequency (monthly) cash flow data to anticipate changes in the annual balance, 

containing few variables and no judgment, demonstrating that more parsimonious approaches 
5can outperform official forecasts based on hundreds of variables (Cimadomo et al., 2017). 

Foroni's (2017) critical discussion suggests improvements such as the use of mixed-frequency 

data sampling (MiDaS) models or the decomposition of the balance into revenues and expendi-

tures, a proposal in line with the scope of this study.

The article by Asimakopoulos et al. (2013) presents an empirical approach to forecasting 

revenue and expenditure components based on high-frequency data. The authors use MiDaS 

models to combine quarterly data with annual targets and show that disaggregated (bottom-up) 

forecasts, updated whenever possible, generate significant predictive gains, especially on the 

expenditure side (Asimakopoulos et al., 2013). This conclusion supports the empirical strategy 

adopted in this study, which estimates specific public expenditure series individually and upda-

tes the models with each new piece of information available.

The national literature on fiscal forecasts is still relatively scarce and focuses mainly on 

aggregate variables, such as tax revenue and primary results, with few studies on public expen-

diture itself. In general, Brazilian studies address three fronts: macroeconomic forecasts, fede-

ral and state revenue forecasts, and analyses of budget execution errors. The absence of studies 

focused on disaggregated federal expenditure forecasts reflects a gap that this study seeks to fill.

In the field of macroeconomic forecasts, Kava (2022) applies machine learning methods 

to forecast Brazilian inflation, economic activity, and interest rate series, comparing the per-

formance of algorithms such as Random Forest, neural networks, and Gradient Boosting with 

traditional models such as ARMA and VAR. The results show consistent gains for machine le-

arning models in the short term, although the author emphasizes the need for careful validation 

procedures and hyperparameter tuning. This experiment, although focused on macroeconomic 

series, reveals the feasibility of using machine learning techniques on Brazilian data and intro-

duces agnostic interpretation methodologies (Kava, 2022).

In the context of federal tax collection, several studies have explored forecasting and 

model combination. Medeiros et al. (2022) compared different supervised learning algorithms, 

such as Elastic Net, Complete Subset Regression (CSR), and bagging techniques, to predict 

monthly federal tax collection between 2002 and 2021. The authors found that Elastic Net 
5	 Several authors argue in favor of parsimony, a version of Occam's Razor, a principle that holds that sim-
pler models with fewer parameters are generally preferable due to the trade-off between bias and variance. See, 
for example, Bargagli Stoffi et al. (2022) and Goldblum et al. (2024).
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performed best in the short term, followed by CSR, while bagging methods performed worse, 

especially for smaller samples or longer horizons. In addition, simple benchmarks, such as the 

mean or median of individual forecasts, proved competitive, corroborating the international 

literature on forecast combination.

Similarly, Gadelha et al. (2020) applied simple and optimal combination techniques pro-

posed by Bates & Granger (1969) to project the collection of nine federal taxes, concluding that 

the combination of forecasts consistently outperforms individual models such as SARIMA and 

the Holt-Winters (HW) triple exponential smoothing method. Similar results were obtained by 

(Mendonça & Medrano, 2016), who showed gains in accuracy when employing dynamic facto-

rial models associated with weighted linear combinations to reduce bias and mean square error. 

These studies highlight the relevance of ensemble approaches in the Brazilian fiscal context, 

even in scenarios of low frequency and high institutional volatility.

With regard to expenditure, the available empirical evidence is more limited and focuses 

mainly on the analysis of projection errors. Carneiro & Costa (2021) analyzed the determi-

nants of expenditure forecast error in Brazilian municipalities, showing that rigid categories, 

such as personnel and charges, are more accurate, while discretionary expenditures, such as 

investments, tend to be systematically underestimated. The authors identified that outstanding 

payments and budgetary incrementalism practices are structural factors that perpetuate errors, 

while political variables, such as election years, had less impact than expected. In addition, 

municipalities with greater financial autonomy and better fiscal management quality had more 

accurate forecasts (Carneiro & Costa, 2021). These findings suggest that, at the federal level as 

well, institutional rigidity can facilitate the forecasting of certain expenditures, while discretio-

nary categories remain more volatile.

Deus & Mendonça (2017) present a further advance by analyzing the quality of aggregate 

fiscal forecasts in Brazil between 2003 and 2013. The study reveals the existence of persistent 

optimistic bias, especially in election years, as well as the influence of gross domestic product 

(GDP) forecast errors on fiscal outcomes. The authors argue that the low efficiency of fore-

casts is related not only to the economic cycle but also to institutional fragility, which reduces 

incentives for realistic projections. This diagnosis is in line with the international literature in 

demonstrating that fiscal errors in emerging economies are not random but structural, reflecting 

both technical limitations and political incentives (Deus & Mendonça, 2017).

Despite these contributions, it should be noted that most of the national literature focuses 

on aggregate revenues and balances, leaving aside detailed forecasts of federal public expen-
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diture. Furthermore, almost all studies are limited to specific forecasts, without probabilistic or 

interval assessment, and do not make systematic comparisons between families of statistical, 

machine learning, and deep learning models. Finally, we found no studies that adopt a bottom-

-up approach to federal expenditures, disaggregating by specific categories or programs, which 

reinforces the originality and relevance of this study.

3. METHODOLOGY

We used the National Treasury Results Bulletin (RTN) as the source of federal public 

expenditure data used in the study. The RTN, a monthly publication of the National Treasury 

Secretariat (STN), has been the official reference for measuring the primary results of the Brazi-

lian Central Government since 1995. The bulletin transparently consolidates fiscal statistics on 

revenue and expenditure performance and is recognized as the main instrument for monitoring 

federal budget execution and analyzing current fiscal policy (STN, 2016).

The RTN presents 159 lines of variables, covering revenues (57), expenditures (92), and 

fiscal results (10). The scope of this study focuses exclusively on variables associated with pri-

mary public expenditures. To construct the database, we defined the start of the historical series 

analyzed as the cut-off date. Although the RTN has data since 1997 for aggregate expenditures, 

the level of detail required to identify and analyze specific lines of expenditure individually is 

only available from January 2010 onwards. We limited the time series to this starting point, 

ensuring comparability and homogeneity of detail throughout the period analyzed, avoiding 

problems of missing data, breaks in the series, or classification inconsistencies.

Regarding the level of granularity of the forecasts, we initially selected 41 expenditure 

lines, constituting the smallest group that uniquely identifies each RTN expenditure, without 

redundancies or trivial linear combinations. Other available lines correspond to more specific 

details, without predictive interest, or result from aggregations of the variables already selected, 

adding no information to the model. During exploratory analysis, we observed many months 

with zero values in some variables of the original set with 41 expense lines.

We also identified that 18 of these variables had individually irrelevant values from a 

budgetary materiality perspective, each representing a very small fraction of total federal ex-

penditures. As an objective criterion, we consider variables whose sum represents less than 

5% of total expenditures in the analyzed period to be materially irrelevant. To avoid overfitting 

in uninformative variables, we aggregated them into two new variables: one with the sum of 
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11 mandatory expenditures and another with the sum of 7 discretionary expenditures. Addi-

tionally, we concatenated the two lines of expenditures with court rulings and social security 

benefit warrants (urban and rural) into a single variable.

A relevant issue concerns the presence of missing or zero values in the series. We obser-

ved a large number of months with values equal to zero in some variables of the original set 

with 41 expenditure lines. It should be noted, however, that these records do not correspond to 

missing data or omissions, but to actual situations of absence of expenditure in the respective 

line and period. In other words, the zeros reflect the actual absence of budget execution, not 

problems with the quality of the information. Therefore, we did not impute data to replace the 

structural zeros.

The grouping of variables reduced the number of series analyzed from 41 to 24 and eli-

minated 696 zero data points. The new aggregate variables do not have zero values throughout 

the entire period. Only 4 of the 24 original series show any zero values in a given month6. It 

should be noted that this low proportion of zeros does not characterize a typical scenario of ze-

ro-inflated models, which would require specific analysis techniques, according to the literature 

initially developed by Croston (1972). This parsimonious approach contributes to the robust-

ness of the analysis and avoids distortions due to the inclusion of uninformative variables or 

unnecessary data processing. Table 1 describes the RTN variables used.

6	 Namely: (i) Salary Bonus and Kandir Law, with 31 counts each (16.8% of data points), (ii) FUNDEB, 
with 8 counts (4.3%), (iii) court rulings and BPC LOAS/RMV court orders, with 7 counts (3.8%).
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Table 1 – Variables used in the models7

Figure 1 shows the evolution, and Figure 2 shows the seasonality of primary expenditu-

res, both in millions of R$ adjusted by the IPCA until June 2025 and for the period from January 

2010 to December 2022, defined as the training set. According to Hyndman et al. (2025), the 

test set typically represents about 20% of the sample, although this value depends on the sam-

ple size and the forecast horizon. Although the base runs until June 2025, all exploratory data 

analysis is performed on the training period (13 years or 156 points), with the remaining data 

used as a test (30 points), avoiding data leakage8.

7	 Note: Prepared based on Table 1.2-A Primary Result of the Central Government of the RTN.

8	 Data leakage occurs when information from the test set (or future data) is directly or indirectly used in 
model training, generating artificially superior evaluations. For further information, see (Apicella et al., 2025).
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Figure 1 – Evolution of primary expenditures in real terms (millions of R$)
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Figure 2 – Seasonality of primary expenditures in real terms (millions of R$)
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Based on the figures, we identified that the series exhibit very different behavior, indi-

cating that it is difficult for a single model to represent all series well. This fact reinforces the 

choice of the bottom-up approach. In terms of trends, some series, such as Social Security Bene-

fits and Continuous Cash Benefit (BPC) from LOAS/RMV, show persistent growth, reflecting 

demographic factors and regulatory changes. Other series, such as Discretionary and Compul-

sory Education, show a decline, while Health and Personnel and Social Charges show relative 

stability, suggesting institutional rigidity.

In terms of seasonality, some categories exhibit systematic patterns throughout the mon-

ths of the year (e.g., Personnel and Social Charges and Social Security Benefits). Pronounced 

seasonality tends to facilitate forecasting, provided that it is adequately captured by the models 

and remains constant over time, which is not the case for several of the expenses analyzed. On 

the other hand, several expenditures exhibit irregular behavior, with peaks in different months, 

such as Court Judgments and Writs of Payment (SJP), due to the discretionary nature of the 

payment of writs of payment. The cyclical component, understood as long-term movements 

associated with economic or institutional fluctuations, is more difficult to isolate, but can be 

suggested by shocks or changes in level, especially in times of crisis. A notable case is the re-

placement of Bolsa Família by Emergency Aid during the Covid-19 pandemic.

Finally, we note that irregularity is striking in series such as Salary Bonus, FUNDEB, and 

Court Rulings and Judicial Payment Orders, with atypical values and trend breaks. Unpredic-

table behavior, associated with external factors or discretionary decisions, makes forecasting 

difficult, requiring flexible models capable of dealing with non-linearities and structural breaks. 

This diversity reinforces the importance of multiple methods and rigorous validations.

We structured the process of evaluating and selecting predictive models in a modular 

pipeline, aligned with best practices in time series forecasting, according to Hyndman et al. 

(2025). The goal is to select the most appropriate model for each time series, given its indivi-

dual characteristics, without disregarding the information we can obtain by using multivariate 

models9. The central idea is to identify the most appropriate model for each public expenditure 

series, taking into account its specific characteristics, while maintaining the robustness that can 

be obtained by considering different approaches. Since choosing models based solely on intui-

tion is often not confirmed by the data, we adopted a cross-validation procedure with an expan-
9	 According to Hyndman et al. (2025), a multivariate model explicitly models the interactions between 
multiple time series in a dataset and provides forecasts for multiple time series simultaneously. In contrast, a uni-
variate model trained on multiple time series implicitly models the interactions between multiple time series and 
provides forecasts for single time series simultaneously. Multivariate models are typically computationally costly 
and, empirically, do not necessarily offer better forecasting performance compared to using a univariate model.
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sive window, which simulates how the models would behave when predicting future periods. 

Although this method produces larger errors than simple adjustment, it is closer to the actual 

forecasting situation, in which new information is incorporated over time.

The comparison between models was made using error metrics, mainly the mean abso-

lute error (MAE) and the root mean square error (RMSE). MAE is preferred for its simplicity 

of interpretation, while RMSE helps capture distortions associated with extreme values. The 

pipeline begins by dividing the data into training and test sets, preserving the temporal order. 

The training set is used to adjust and validate the models, while the test set is used to evaluate 

their predictive capacity outside the sample. Each model is automatically adjusted based on the 

training data, exploring different statistical, machine learning, and deep learning paradigms.

After fitting, we perform residual diagnosis, that is, the analysis of errors generated by 

the predictions. Good models should produce uncorrelated and unbiased residuals, which indi-

cates more reliable predictions. When possible, we also evaluate the constancy of variance and 

normality, although these properties are not indispensable. To construct confidence intervals for 

the forecasts, we use the conformal approach, which, instead of relying on strong assumptions 

about probability distributions, uses the history of errors to estimate future uncertainty. This 

technique ensures that the forecast intervals realistically reflect the degree of uncertainty in the 

model.

The next step is temporal cross-validation on the training set, which consists of training 

and evaluating the models on increasing data windows, testing their stability and generalization 

ability. The model chosen for each series is the one with the lowest average error in this process, 

using MAE as the main criterion. This model is then adjusted across the entire training set and 

applied to the test set, allowing its actual predictive power on new data to be measured. Finally, 

to increase robustness, the final predictions are obtained from the combination of different mo-

del paradigms. The literature consistently shows that the simple average of predictions usually 

outperforms individual models. The uncertainty of the combined predictions is also estimated 

empirically, again using past errors.

In summary, this process seeks to ensure that model selection is done in a systematic and 

transparent manner, balancing statistical rigor and practical flexibility. Instead of relying on 

subjective choices, the performance of various approaches is compared, their errors are evalua-

ted realistically, and forecasts are combined to produce more reliable results.

We trained 46 models for each of the 24 primary expenditures evaluated in this study. 

Initially, we used six base models, covering historical average, naive models (Naive, Seaso-
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nal Naive, and Random Walk With Drift), and simple and seasonal moving averages (Window 

Average and Seasonal Window Average). These base models served as benchmarks for evalua-

ting the performance of the other models. Next, we used six traditional time series forecas-

ting models: ARIMA, ETS, Theta, Complex Exponential Smoothing (CES), Median, Fourier 

seasonality, Linear trend, and Exponential Smoothing (MFLES), and Trigonometric, ARMA 

errors, Box-Cox transformation, Trend, and Seasonality (TABTS). We also evaluated eight ma-

chine learning models: Random Forest, Elastic Net, Lasso, Ridge, Linear Regressor, CatBoost, 

XGBoost, and Light GBM.

We also explored the efficiency of 26 deep learning models, separated into 5 classes of ar-

chitectures. We evaluated 7 models from the Recurrent Neural Networks class: Recurrent Neu-

ral Networks (RNN), LSTM, Gated Recurrent Units (GRU), Temporal Convolutional Networks 

(TCN), Deep Autoregressive (DeepAR), Dilated Recurrent Neural Network (DilatedRNN), and 

Bidirectional Temporal Convolutional Networks (BiTCN). We also tested seven models from 

the Multilayer Perceptron class: Multilayer Perceptron (MLP), Neural Basis Expansion Analy-

sis for Time Series (NBEATS), Neural Hierarchical Interpolation for Time Series (NHITS), 

Decomposition Linear Model (DLinear), Nonlinear Forecasting Model (NLinear), Time-series 

Dense Encoder (TiDE), and Deep Non-Parametric Time Series (DeepNPTS).

We also tested six transformer-based models: Temporal Fusion Transformer (TFT), 

Vanilla Transformer, Informer, Autoformer, Frequency Enhanced Decomposed Transformer 

(FEDformer), and Patch-based Time Series Transformer (PatchTST). Finally, we evaluated 

four multivariate models: Spectral-Temporal Graph Neural Network (StemGNN), Time Series 

Token Mixing (TSMixer), Multivariate Multilayer Perceptron (MLP-Multivariate), and Sta-

te-Of-The-Forecast Time Series (SOFTS), as well as two models with different architectures: 

Kolmogorov-Arnold Network (KAN) and TimesNet Convolutional Architecture (TimesNet). Fi-

nally, we also analyzed the best models regardless of the previously designated classes.

To test this large number of models, we resorted to the use of automatic hyperparameter 

optimization, according to the works of Hyndman & Khandakar (2008), Akiba et al. (2019), 

Garza et al. (2022), and Olivares et al. (2022). Automatic hyperparameter optimization plays a 

central role in improving the performance of machine learning models, especially in contexts 

where manual search is unfeasible or inefficient. In this sense, Akiba et al. (2019) propose a 

state-of-the-art approach based on two fundamental principles: dynamic definition of the se-

arch space (define-by-run) and efficient sampling with Bayesian optimization techniques. The 

define-by-run mechanism allows the hyperparameter space to be constructed programmatically 
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during the execution of the objective function, giving greater flexibility and expressiveness to 

the conditional definition of parameters. Sampling is performed predominantly using the Tre-

e-structured Parzen Estimator (TPE) algorithm, which separately models the distribution of 

good and bad configurations, prioritizing more promising regions of the search space.

In addition, Akiba et al. (2019) incorporate pruning techniques to terminate evaluations 

with low performance potential early, which significantly reduces the computational cost of 

optimization. This strategy is based on continuous monitoring of partial metrics during training 

and is especially useful in high-cost tasks, such as deep neural network tuning. The experi-

ments presented by the authors demonstrate that the proposed model outperforms other popular 

frameworks, both in convergence time and in the quality of the solutions found, even under 

computational budget constraints. According to the authors, the lightweight architecture and 

support for parallel and distributed execution compatible with multiple libraries make the tool 

robust and highly adaptable for real-world predictive modeling applications.

4. RESULTS

In this section, we present and analyze the results obtained from statistical, machine le-

arning, and deep learning models applied to federal primary expenditure series. We performed 

the evaluation in three stages: (i) cross-validation performance within the training set; (ii) per-

formance on the test set, outside the sample; and (iii) performance analysis to investigate the oc-

currence of overfitting, underfitting, or generalization patterns. We also discuss the comparison 

between the sets and perform a robustness test by changing the forecast horizon.

Table 2 summarizes the means, among all expenses, of the mean absolute error (MAE) 

and root mean square error (RMSE) obtained in cross-validation (expanding window) for each 

model evaluated. Among the reference models, Seasonal Naive has the lowest average MAE 

(2,259.48), followed by Historic Average (2,406.35). In the group of statistical models, MFLES 

stands out with the lowest average MAE (2,576.11), followed by ARIMA (2,852.98).
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Table 2 – Performance of benchmark and statistical models in the training set10

Table 3 shows the frequency with which each model was selected as the best, i.e., with the 

lowest error, in each of the expenditure series.

Table 3 – Frequency of selection as the best benchmark and statistical model in the trai-

ning set11

We observed that, among the reference models, Seasonal Naive and Historic Average 

account for most of the selections as the best models for the series evaluated, especially in the 

MAE criterion. In the group of statistical models, we found greater diversity, with MFLES, 

TBATS, and ARIMA standing out, but no model dominates all series, indicating that custom 

adjustment is essential to maximize predictive performance in this context.

Table 4 summarizes the out-of-sample error metrics (test set) for the forecasts generated 

by the best models selected for each expense line. We highlight significant reductions in avera-

10	 Note: Results sorted in ascending order by MAE.
11	 Note: Results sorted in descending order by MAE.
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ge errors compared to the benchmark.

Table 4 – Performance of statistical models compared to the benchmark in the test set12

Table 5 summarizes the comparison between the errors obtained in cross-validation (trai-

ning) and in the test. We observe that the statistical models not only outperform the benchmarks 

in all criteria, but also have a lower average error in the test than in the training. This result, 

although at first glance it may seem counterintuitive, can be explained by three factors: (i) less 

volatile test samples, with more regular periods; (ii) robust sampling, without data leakage and 

with good series segmentation; and (iii) smaller test sample size, which may, by chance, be less 

complex than the training set.

Table 5 – Comparison of average errors of statistical models and benchmarks in training 

and test sets

In general, the absence of increased errors in the test set indicates that the adjusted models 

are able to capture stable and generalizable patterns in the evaluated series, with no evidence of 

overfitting. The absolute and relative gain of statistical models over the benchmark demonstra-

tes the importance of adopting more sophisticated approaches, even in contexts of short series 

and budget constraints. In summary, the results show that: (i) statistical models, especially 

MFLES, ARIMA, and TBATS, outperform reference models in all evaluation criteria; (ii) there 

is no evidence of overfitting, since the test errors remain equal to or lower than those of the 

12	 Note: The error reduction column shows the percentage improvement of statistical models relative to 

the benchmark for each metric.
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training; and (iii) the methodology adopted ensures robustness and reliability in federal expen-

diture forecasts, reinforcing the role of well-calibrated statistical models as relevant instruments 

for fiscal policy.

Additionally, we observed no signs of underfitting. In situations of underfitting, it would 

be expected that both training and test errors would remain high, suggesting that the model 

would be unable to capture relevant structural patterns in the series. However, as the statistical 

models perform substantially better than the benchmarks in both samples, we find that the adop-

ted modeling extracts relevant information from the data, without limiting itself to reproducing 

only trivial trends. Next, we evaluate the performance of Machine Learning models and their 

nuances in the Brazilian fiscal context.

Table 6 shows the means of the mean absolute error (MAE) and mean square error 

(RMSE) for the main ML algorithms in cross-validation. We observed that LightGBM has the 

lowest mean MAE, while CatBoost has the lowest mean RMSE.

Table 6 – Average performance of machine learning models in the training set13

Table 7 shows the frequency with which each model is selected as the best for each series 

(lowest MAE and RMSE). This diversity of selections shows that no approach is universally su-

perior for all series, highlighting the importance of specific choices for each budgetary context 

and the relevance of the bottom-up strategy in forecasting public expenditures.

13	 Note: Results sorted in ascending order by MAE.
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Table 7 – Frequency of selection as the best Machine Learning model in the training set14

Table 8 summarizes the error metrics of the best ML models in the test set, allowing com-

parison with the benchmark.

Table 8 – Performance of Machine Learning models compared to the benchmark in the 

test set15

Analysis of the out-of-sample results shows that, although Machine Learning models 

perform slightly better on the MAE criterion and show considerable advances in the percentage 

metrics (MAPE and SMAPE), we did not identify systematic gains in all the metrics evalua-

ted. In particular, both RMSE and MSE and their standardized variants (MSSE, RMSSE) are 

slightly above the values observed for the benchmark, indicating that ML models, although 

efficient in predicting the median of absolute deviations, are more sensitive to large errors in 

some series or atypical events. On the other hand, this less consistent performance highlights 

the importance of adjusting expectations regarding the use of these techniques in environments 

characterized by fiscal volatility, frequent institutional changes, and short series.

Thus, our results suggest that the better performance of statistical models over longer 

14	 Note: Results sorted in descending order by MAE.
15	 Note: The error reduction column shows the percentage improvement of ML models relative to the 

benchmark for each metric. Negative values indicate a deterioration relative to the benchmark.
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horizons stems from their parsimonious structure and the inductive bias embedded in classi-

cal estimation techniques, which act as natural regularizers against overfitting. These models 

efficiently preserve historical memory and project trends and seasonality in a stable manner, 

while machine learning and deep learning architectures, although powerful for capturing local 

patterns in short horizons, tend to suffer from error propagation and high variance when exten-

ded to long horizons. This evidence is consistent with the literature on forecasting competitions 

discussed in Makridakis et al. (2020) and Godahewa et al. (2021), reinforcing that the methodo-

logical choice should consider not only the type of series but also the horizon of interest.

Table 9 summarizes the comparative results of the best ML models between training and 

testing, considering the main metrics.

Table 9 – Comparison of the average errors of Machine Learning models and benchmarks 

in training and test sets

We observe that, for MAE, ML models outperform the benchmark in training but suffer a 

slight increase in testing, which is natural when evaluating predictive ability outside the sample. 

Even so, the MAE in testing ML models remains competitive and lower than the benchmark, 

demonstrating good generalization. In the case of RMSE, the difference between training and 

testing remains minimal, suggesting stability in error dispersion, even in scenarios with large 

deviations.

We did not identify any signs of overfitting, as the difference in errors between training 

and testing is small and there is no explosion of error outside the sample. Similarly, we did not 

observe any signs of underfitting, as the models are able to capture relevant patterns in the series 

and outperform the benchmark in both sets.

Among the machine learning algorithms evaluated, the LightGBM model stands out for 

its recurring selection as the best model in multiple series. Still, the model composed of the 

best algorithms in each series performs better, aligning with the literature on the potential of 

the bottom-up forecasting technique to deal with the structural heterogeneity typical of public 

expenditure series.

Table 10 presents the means of the mean absolute error (MAE) and mean square er-
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ror (RMSE) for the main Deep Learning models evaluated in the cross-validation of the trai-

ning set. We observe that TS-Mixer, StemGNN, TCN, and DilatedRNN have the lowest MAE 

values, while NBEATS, DeepNPTS, and TS-Mixer stand out with the lowest RMSE values. 

The wide dispersion among architectures indicates a strong dependence on the series structure 

for the effectiveness of each approach.

Table 10 – Average performance of Deep Learning models in the training set16

Table 11 shows the frequency with which each model is selected as the best for each se-

ries (lowest MAE and RMSE). We observed greater dispersion among Deep Learning models, 

suggesting that the best performance is quite sensitive to the type of architecture, series, and 

hyperparameter tuning.

16	 Note: Results sorted in ascending order by MAE.
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Table 11 – Frequency of selection as the best Deep Learning model in the training set17

Overall, the results show that, although models such as TS-Mixer, StemGNN, TCN, and 

DLinear lead in terms of absolute and mean square error, no single architecture dominates 

across all series. This suggests that individualized selection by series, accompanied by auto-

matic hyperparameter tuning, is essential to extract the best performance from Deep Learning 

models in the context of federal expenditures.

Table 12 summarizes the error metrics of the best DL models in the test set, allowing 

comparison with the benchmark. The results of the test set indicate that Deep Learning models 

do not show robust gains over the benchmark, especially in metrics that are more sensitive to 

large deviations. Although MAE, MAPE, and SMAPE show error reductions compared to the 

benchmark, suggesting a slight advantage of DL models in predicting average and percentage 

deviations, metrics based on residual squares (MSE, RMSE, MSSE, RMSSE) perform worse 

than the reference models.

17	 Note: Results sorted in descending order by MAE.
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Table 12 – Performance of Deep Learning models compared to the benchmark in the test 

set18

These results indicate that, although Deep Learning models are able to capture average or 

recurring patterns in the expenditure series, they are more vulnerable to large errors at specific 

points, especially in contexts marked by shocks, atypical seasonality, or abrupt changes in the 

fiscal regime. The slight reduction in MAE and MASE, accompanied by an increase in RMSE 

and related metrics, reinforces the hypothesis that these models may be sensitive to outliers or 

unusual events, especially in relatively short and heterogeneous test samples. Table 13 summa-

rizes the comparative results of the best DL models between training and testing, considering 

the main metrics.

Table 13 – Comparison of the average errors of Deep Learning and benchmark models in 

the training and test sets

In the training set, Deep Learning models perform similarly to the benchmark in terms 

of MAE, with virtually equal values, and superior performance in terms of RMSE. In the test 

set, we observe that the MAE of the Deep Learning model remains lower than the benchmark, 

indicating greater predictive accuracy outside the sample. The RMSE of Deep Learning models 

is slightly above the benchmark, suggesting that, despite lower MAE, there were some larger 

deviations in the prediction of certain series.

The difference between training and testing for Deep Learning models is modest. The 

18	 Note: The error reduction column shows the percentage improvement of Deep Learning models relative 

to the benchmark for each metric. Negative values indicate a deterioration relative to the benchmark.
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increase in MAE is expected in out-of-sample predictions and is in line with that observed for 

statistical and Machine Learning models. This suggests that there are no clear signs of overfit-

ting, since the error does not grow abruptly, and the model maintains competitive performance 

on unseen data. Nor do we observe evidence of underfitting, since the errors do not remain high 

in both sets. In summary, we observe that Deep Learning models demonstrate generalization 

capacity, managing to exceed the benchmark in terms of absolute accuracy in the test, even 

though they present a slight disadvantage in RMSE, a natural reflection of this indicator's grea-

ter sensitivity to extreme values.

On the other hand, the less robust performance of Machine Learning and Deep Learning 

models in the test reinforces that, in short and highly heterogeneous series, well-calibrated clas-

sical methods can maintain a relevant advantage over modern alternatives, whose full effective-

ness depends on larger samples or those less subject to shocks. Table 14 shows the performance 

of the combination of forecasts in the test set, comparing it to the naive benchmark.

Table 14 – Performance of the combination of forecasts compared to the benchmark in 

the test set19

We observe that the forecast combination strategy outperforms the benchmark in all me-

trics evaluated, with particularly significant gains in MAPE (46.7%) and SMAPE (31.3%), in 

addition to relevant reductions in MAE (14.4%) and RMSE (7.8%). These gains confirm the 

potential of the combination to promote robustness and stability in forecasts, diluting specific 

errors in individual models.

When comparing the performance of the combination with the best statistical models, we 

find that the combination outperforms the statistics only in SMAPE, and by a small margin. In 

the other metrics, the statistical models maintain superior performance, reflecting strong adhe-

rence to the pattern of the series evaluated. Therefore, although forecast combination is recom-

19	 Note: The error reduction column shows the percentage improvement of the combination of predictions 

relative to the benchmark for each metric.
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mended as a robustness strategy, especially in highly heterogeneous scenarios, its effectiveness 

may be limited when a family of models is already clearly dominant. Still, combination adds 

value by avoiding dependence on a single model and increasing the resilience of the predictive 

system in the face of uncertain scenarios.

Our results also suggest that this observed pattern, with statistical models excelling in 

long horizons, neural networks in short horizons, and the combination showing more stable 

performance, reflects not only the heterogeneity of the series but also the role of memory and 

inductive bias embedded in classical estimation techniques. Statistical models tend to err on the 

side of caution, which preserves their advantage over long horizons. The combination, on the 

other hand, acts as a diversification mechanism, balancing bias and variance: it rarely leads in 

absolute performance, but it is rarely the worst option, ensuring consistent forecasts even in the 

face of shocks.

Figure 3 shows the combination of forecasts for the 24 primary expenditures in real terms 

(R$ million) for the 30-month horizon, including the 80% and 95% confidence intervals, in 

addition to the actual values.
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Figure 3 – Combination of forecasts (horizon = 30 months)20

20	 Note: Red line: actual; black line: forecast; blue area: 95% CI; and red area: 80% CI.



31

To assess the robustness of the results in different configurations, we performed an alter-

native test by reducing the forecast horizon. We extended the training set to December 2023 and 

made forecasts for the period from January 2024 to June 2025, totaling 18 months (instead of 

the 30 months in the main scenario).

Table 15 presents the error metrics for each model class evaluated in the new forecast 

horizon. The values refer to the average performance of the best forecasts for each expenditure 

line.

Table 15 – Model performance in the robustness test (18-month horizon)21

Table 16 shows the percentage reduction in errors for each model relative to the baseline.

Table 16 – Percentage reduction in errors relative to the baseline (robustness test)22

The results of the robustness test reinforce the superiority of advanced models (statistical, 

ML, DL, and ensemble) in relation to the simple baseline, even when we reduce the forecast 

horizon from 30 to 18 months. We observe that all models maintain superior performance, with 

emphasis on Deep Learning and ensemble models, which present the largest relative reductions 

in error in practically all metrics analyzed. The statistical and ML models preserve consistency 

and robustness, while the combination of forecasts proves particularly effective in reducing 

21	 Note: Results for the test set from January 2024 to June 2025.
22	 Note: Calculation: 1 - (model error / baseline error).
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MSE, MSSE, and RMSSE. We also note that the gains of DL over the baseline are remarkable, 

suggesting better adaptation to recent shocks or pattern changes.

We also observe that, in shorter horizons, the gains of sophisticated models over the ben-

chmark tend to be more significant in absolute metrics, although the differences between classes 

(statistical, ML, DL, ensemble) are less pronounced. This indicates that, in more predictable 

scenarios, the relative advantages of advanced methods persist, but the benchmark also benefits 

from lower uncertainty.

In summary, the results confirm that the judicious use of statistical, machine learning, 

and deep learning models and their combinations represents a promising strategy for improving 

Brazilian fiscal forecasting, provided that we respect the specificities of the context, the limi-

tations of the data, and the requirements for robust validation. Classic methods remain highly 

competitive, but the combination of paradigms ensures greater resilience in the face of the un-

certainty and heterogeneity inherent in public budget management.

Figure 4 shows the combination of forecasts for the 24 primary expenditures in real terms 

(millions of R$) for the 18-month horizon, including the 80% and 95% confidence intervals, in 

addition to the actual values.
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Figure 4 – Combination of forecasts (horizon = 18 months)23

23	 Note: Red line: actual; black line: predicted; blue area: 95% CI; and red area: 80% CI.
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5. DISCUSSION

The results obtained in this study reaffirm the complexity of forecasting public expendi-

tures in contexts marked by high uncertainty, regime changes, and relevant exogenous shocks, 

such as the Covid-19 pandemic and the federal government transition that occurred in 2023. 

These events impact both the behavior of historical series and the effectiveness of the different 

modeling paradigms tested.

We found that classical statistical models consistently outperform Machine Learning and 

Deep Learning alternatives over a 30-month horizon. This shows that well-calibrated methods 

adapted to the data structure maintain robust performance even in scenarios of high volatility 

and small sample size. This result may be associated with the greater ability of statistical mo-

dels to capture seasonal patterns and persistent structural trends, in addition to their lower risk 

of overfitting in short and noisy series.

On the other hand, when we reduce the forecast horizon to 18 months, focusing the analy-

sis on a more recent period after the pandemic shock, we observe a partial reversal of this trend. 

In this configuration, Deep Learning models perform better on several relevant metrics, while 

statistical models remain robust, but without the same advantage observed in longer horizons. 

This result confirms the potential of Deep Learning to capture complex and dynamic patterns 

in shorter series, provided that the forecasting context is less affected by atypical shocks and the 

architectures are properly adjusted to the available data.

The comparative analysis shows that machine learning models, although competitive in 

the training set, tend to lose performance outside the sample, especially in the face of extreme 

events or sudden changes in the fiscal regime. This limitation highlights the challenge of gene-

ralizing these approaches in heterogeneous and volatile environments, reinforcing the need for 

rigorous validation and careful selection of hyperparameters.

The variation in results according to the horizon and historical window confirms that the 

relative performance of each class of models depends heavily on the institutional context, the 

presence of structural shocks, and the volume of data available for adjustment. The Covid-19 

pandemic, by generating discontinuities and jumps in expenditure series, and the change of go-

vernment, by altering priorities and dynamics of public policies, increase uncertainty and make 

it difficult to model trends, requiring greater adaptability of predictive methods.

Given this scenario, we find that the strategy of combining forecasts is particularly re-

levant. As suggested by Hyndman et al. (2025), combining forecasts allows for balancing the 
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specific limitations and advantages of each approach, promoting more stable forecasts that are 

resilient to shocks and less susceptible to modeling biases. Although, in this study, the ensem-

ble does not consistently outperform the best individual model in almost any forecast horizon 

(with the exception of SMAPE in the 30-month horizon and MSE, MSSE, and RMSSE in the 

18-month horizon), we found that its balanced performance in different configurations and time 

windows indicates that methodological diversification is a prudent response to fiscal uncertain-

ty.

We therefore conclude that there is no single or universal solution for forecasting public 

expenditures in environments subject to frequent changes and significant shocks. The choice 

of the optimal paradigm should consider not only absolute performance in traditional metrics, 

but also robustness in unstable scenarios, the ability to adapt to pattern changes, and the fea-

sibility of practical implementation in institutional environments. The integration of methods, 

associated with continuous validation processes, is the main recommendation for managers and 

researchers seeking to improve the quality of fiscal forecasts in Brazil.

Additionally, we recognize some limitations that are worth noting. The main one concer-

ns the availability and granularity of public expenditure series: although we worked with mon-

thly data disaggregated by category, the absence of more detailed information on programs and 

sub-functions, as well as the unavailability of longer historical series, may have restricted the 

adjustment potential of some models, especially the most data-intensive ones. We also did not 

incorporate explanatory variables, high-frequency data, or leading indicators that could enrich 

the modeling. These limitations open up space for future research. Subsequent investigations 

may explore the incorporation of exogenous macroeconomic and sectoral variables, the use of 

administrative databases with higher frequency and granularity, and the integration of structural 

and semi-structural models with Machine Learning and Deep Learning techniques in hybrid 

configurations.

From a public policy perspective, our findings suggest that methodological diversifica-

tion, with the combined use of statistical, machine learning, and deep learning approaches, in-

creases the resilience of fiscal forecasts in the face of shocks and regime changes. The adoption 

of continuous validation and dynamic model selection processes contributes to reducing biases, 

improving transparency, and strengthening the credibility of public accounts.
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6. CONCLUSION

The results of this study show that the relative performance of different predictive mo-

deling paradigms is sensitive to the forecast horizon and the occurrence of relevant shocks 

and institutional changes, such as the Covid-19 pandemic and changes in the conduct of fiscal 

policy. We observe that, in shorter forecast horizons and more recent periods, Deep Learning 

models stand out, while traditional statistical models remain superior in broader contexts with 

greater historical variability. This variability in performance reinforces the importance of adop-

ting forecast combination techniques, which promote greater robustness and balance, reduce 

the risk of dependence on a single model, and increase the resilience of fiscal projections in 

different scenarios.

We conclude that the choice of the most appropriate predictive approach should consider 

the characteristics of the problem, the temporal context, and the possibility of disruptive events. 

Regardless of the scenario, we find that advanced forecasting models are valuable tools for dea-

ling with the uncertainty inherent in forecasting public expenditures, offering reliable forecasts 

to support fiscal policy planning. We suggest that future research explore exogenous variables 

and structural or semi-structural models in order to increase the accuracy, robustness, and inter-

pretability of predictive models.
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