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RESUMO

A previsdo das despesas publicas ¢ fundamental para o planejamento fiscal, mas em muitos
paises ainda se utiliza métodos simples e pouco robustos. Embora o uso de técnicas estatisticas
seja consolidado, a aplicacdo de aprendizado de maquina e profundo ainda ¢ limitada,
sobretudo em despesas. Este trabalho investiga o desempenho de diferentes classes de modelos
estatisticos, de aprendizado de maquina, profundo e suas combinagdes na previsdo de séries de
despesas primarias federais brasileiras. O estudo utiliza dados oficiais, otimizagdo automatica
de parametros, validagdo cruzada temporal e previsdo conformal para construir previsdes e
intervalos de confianga. Os resultados mostram que modelos estatisticos permanecem altamente
competitivos, superando algoritmos mais complexos em horizontes longos, enquanto modelos
profundos se destacam em horizontes curtos. A combinagao de previsdes, por sua vez, apresenta
desempenho equilibrado. Conclui-se que técnicas avangadas de previsao sdo ferramentas uteis
para subsidiar a politica fiscal no Brasil.

Palavras-Chave: Previsdao. Séries temporais. Politica fiscal.
JEL: C53, H68, E62.
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1. INTRODUCAO

A elaboracdo de previsdes fiscais confidveis constitui atividade central para o funciona-
mento eficiente do setor publico, tanto no ambito da formulagdo de politicas, quanto na susten-
tabilidade das finangas publicas no médio e longo prazo (CEPAL, 2015). A qualidade dessas
projegoes afeta diretamente a credibilidade dos governos, o cumprimento das regras fiscais e
a alocagdo eficiente dos recursos publicos. Embora a literatura sobre previsao fiscal tenha tra-
dicionalmente concentrado esfor¢os na modelagem da receita, observa-se consenso crescente
quanto a necessidade de que a despesa publica seja objeto de analise metodologicamente rigo-
rosa (CEPAL, 2015).

Estudos como o de Kyobe & Danninger (2005) investigam de forma aprofundada as pra-
ticas de previsdo de receita em paises em desenvolvimento, evidenciando a escassez de pesqui-
sas sobre seus determinantes. Os autores observam que, em paises de baixa renda, as projecoes
de receita sdo predominantemente realizadas de forma agregada, ao passo que, em paises de
renda mais elevada, utilizam-se dados mais desagregados. Além disso, os autores destacam que,
embora métodos estatisticos mais sofisticados sejam empregados em determinados contextos,
prevalece o uso de avaliagdes subjetivas e técnicas simples de extrapolagdo como pratica do-
minante na maioria dos paises de baixa renda para derivacao das projegdes de receita (Kyobe
& Danninger, 2005).

Como observado por Kyobe & Danninger (2005), a maioria dos paises em desenvolvi-
mento ainda utiliza métodos muito simples ou subjetivos, ou meras extrapolagdes para a reali-
zacgdo de projecdes de receitas, o que nao difere da realidade observada no Brasil, tanto para a
previsao de receitas quanto para a proje¢ao de despesas publicas. Por consequéncia, os gestores
da politica fiscal dependem fortemente de estruturas baseadas em planilhas, julgamento e pro-
jecdes das autoridades nacionais, sujeitas a ajustes discricionarios mais faceis de manipular e
dificeis de detectar, em detrimento de modelos econométricos formais (Kyobe & Danninger,
2005).

Em contraste, a projecdo das despesas publicas ¢ tradicionalmente abordada com uma
metodologia que, embora fundamental para a gestdo orcamentaria, frequentemente carece da
mesma profundidade analitica baseada em modelos estatisticos preditivos. O conceito predomi-
nante para a projecdo de despesas reside na elaboragdo de linhas de base (baselines) ou cenarios
de politicas inalterados (rno-policy change), nos quais se estima o custo futuro dos servigos

publicos assumindo a continuidade das politicas e estruturas existentes (Rahim et al., 2022).
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Essas linhas de base sdo construidas a partir dos custos de insumos (mao de obra, custos
operacionais, equipamentos), cujos fatores (preco e volume) sdo ajustados por parametros ma-
croecondmicos, como inflacdo ou crescimento populacional (Rahim et al., 2022). Segundo os
autores, embora tal abordagem seja vital para o planejamento e a disciplina fiscal, ela se con-
centra em custear as politicas existentes em vez de prever o comportamento futuro das despesas
com base em relagdes estatisticas complexas e dindmicas econdmicas e sociais subjacentes.

Diversos organismos internacionais enfatizam a importancia estratégica da previsdo da
despesa. A Comissao Economica para a América Latina e o Caribe (CEPAL) destaca que, espe-
cialmente em paises latino-americanos, a despesa publica apresenta caracteristicas estruturais
que a tornam desafiadora de prever, como rigidez or¢amentdria, vinculagdes legais e exposi¢ao
a choques exdgenos (CEPAL, 2015). O Fundo Monetario Internacional (FMI) reforca que pre-
visdes de despesa sdo determinantes para a construgdo de linhas de base orcamentarias e para
a realizacdo de andlises de sustentabilidade fiscal (Rahim et al., 2022), sendo particularmente
criticas em contextos de consolidagdo fiscal ou reformas estruturais (FMI, 2014).

A Organizagdo para a Cooperacdo e Desenvolvimento Econémico (OCDE) argumenta
que previsdes de despesa bem fundamentadas sdo essenciais para a atuagdo eficaz de Institui-
¢oes Fiscais Independentes' (IFIs), uma vez que permitem a detec¢do precoce de riscos fiscais
e 0 aprimoramento da transparéncia or¢amentaria (Shaw, 2017). Além disso, Cameron (2022)
recomenda que as previsdes sejam avaliadas sistematicamente por meio de processos de revisao
ex-post, com énfase na aprendizagem institucional, e ndo apenas na precisao pontual.

Apesar do reconhecimento da importancia do tema, a previsdo da despesa publica enfren-
ta uma série de desafios praticos. Entre os mais relevantes destacam-se: (i) a baixa frequéncia e
o reduzido nimero de observagdes disponiveis nas séries historicas; (ii) a presenga de quebras
estruturais resultantes de mudancas institucionais, alteracdes legais ou reclassificagdes conté-
beis; (iii) a coexisténcia de componentes altamente rigidos (como aposentadorias e pensdes,
pessoal e transferéncias obrigatorias) com parcelas discricionarias sujeitas a instabilidade poli-
tica e contingenciamentos (CEPAL, 2015); e (iv) a dificuldade de antecipar o comportamento
de agentes publicos na execuc¢do do gasto, especialmente em anos eleitorais (Hadzi-Vaskov et
al., 2021).

Do ponto de vista metodologico, a literatura aponta que, tradicionalmente, as previsdes

1 De acordo com a OCDE, Institui¢des Fiscais Independentes (IFIs) sdo institui¢des publicas independen-
tes com o mandato de avaliar criticamente e, em alguns casos, fornecer aconselhamento imparcial sobre politica
e desempenho fiscal. As IFIs visam promover uma politica fiscal s6lida e finangas publicas sustentaveis, ajudan-
do a promover maior transparéncia sobre as contas publicas. Disponivel em: https://www.oecd.org/en/topics/
parliamentary-budget-offices-and-independent-fiscal-institutions.html. Acesso em: 21/9/2025.
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de despesa baseiam-se em métodos deterministicos, planilhas estruturadas por elasticidades e
modelos estatisticos univariados ou multivariados, como regressdes lineares, modelos autorre-
gressivos integrados de médias moveis e modelos de suavizagdo exponencial (CEPAL, 2015).
Os modelos estruturais sdo mais empregados em analises de médio e longo prazo, muitas vezes
incorporando projecdes macroecondmicas exodgenas para variaveis como PIB, inflacdo e demo-
grafia (Ando & Kim, 2022).

Nos ultimos anos, observa-se um crescimento do interesse pelo uso de métodos de apren-
dizado de méquina, ou Machine Learning (ML), e de aprendizado profundo, ou Deep Lear-
ning (DL), em previsdo fiscal. Estudos empiricos recentes publicados pelo FMI exploram essa
agenda em diversas frentes e sugerem que modelos de aprendizado de maquina podem superar
métodos tradicionais em determinadas tarefas preditivas, especialmente quando ha grandes vo-
lumes de dados, multiplas varidveis correlacionadas e padrdoes ndo-lineares complexos (Jung
et al., 2018); (Bolhuis & Rayner, 2020). Além disso, Chen & Ranciere (2016) demonstram que
informagdes financeiras de alta frequéncia, como spreads soberanos e taxas de juros de merca-
do, podem antecipar o comportamento de varidveis fiscais, indicando potencial valor preditivo
complementar.

No entanto, também se reconhece que esses métodos apresentam limitagdes importantes,
como baixa interpretabilidade, sensibilidade a sobreajuste e necessidade de calibrag¢do cuida-
dosa (Bolhuis & Rayner, 2020). Destaca-se ainda que a maioria das aplicagdes de ML e DL no
campo fiscal concentra-se na previsdo da arrecadacdo ou do crescimento econdmico, havendo
escassez de evidéncia empirica sobre seu desempenho na previsao de despesas publicas (Eicher
etal., 2018). Ademais, sdo raros os trabalhos que realizam comparagdes sistematicas entre dife-
rentes familias de modelos, avaliando o desempenho preditivo com base em multiplas métricas,

intervalos de confianc¢a e validagdo fora da amostra (Ando & Kim, 2022).

2. REVISAO DE LITERATURA

A literatura internacional sobre previsdo fiscal tem avancado significativamente nas ulti-
mas décadas, tanto sob a 6tica metodoldgica quanto institucional. Esse desenvolvimento esta
intrinsecamente relacionado a crescente demanda por regras fiscais criveis, a necessidade de
coordenacdo intertemporal das politicas publicas e a centralidade da transparéncia na gover-

nang¢a orcamentaria moderna. Nesse contexto, instituicdes como o Congressional Budget Of-
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fice? (CBO), o Office for Budget Responsibility* (OBR), o Banco Central Europeu (BCE) e o
Institute for Fiscal Studies* (IFS) desempenham papéis fundamentais no desenvolvimento e na
disseminagdo de metodologias para projecao fiscal com elevado nivel de rigor técnico.

No caso norte-americano, o CBO adota abordagem detalhada e estruturada para a ela-
borac¢do de suas projecdes macroecondmicas e fiscais. Em seu relatorio metodoldgico, o 6rgao
descreve o processo de formulagdo das previsdes de longo prazo com base em modelos estru-
turais e analise de julgamento técnico. O modelo principal do CBO incorpora uma estrutura de
equilibrio geral com rigidez nominal e real, integrando expectativas racionais dos agentes, hi-
poteses sobre produtividade, taxas de juros e participacdo da forga de trabalho (Arnold, 2018).
O orgdo reconhece que essas projecdes sdo altamente sensiveis a suposicdes sobre tendéncias
demograficas e crescimento de produtividade, o que implica revisdo constante dos parametros
e validacdo periddica com dados histéricos (Arnold, 2018).

Além disso, o relatorio sobre a elaboracao da linha de base or¢amentaria detalha como o
CBO constroéi suas previsdes de despesa publica a partir de informagdes institucionais e proje-
¢oes desagregadas por subfungdes orcamentarias (Stern et al., 2023). A previsao de cada sub-
componente da despesa leva em conta regras legais, tendéncias historicas, pressdes demogra-
ficas e parametros macroecondmicos projetados, assegurando a consisténcia entre os blocos
orcamentarios (Stern et al., 2023). Essa estratégia de construgdo bottom-up serve de referéncia
para a abordagem empirica adotada neste estudo.

Na experiéncia do Reino Unido, destaca-se a atuacao do OBR, tanto pela sofisticacao
técnica quanto pelo compromisso com a transparéncia. Como exposto em OBR (2011-a), as
previsdes macroeconomicas e fiscais do OBR combinam modelos econométricos de demanda
agregada com julgamento institucional, de modo a incorporar informacdes qualitativas de mi-
nistérios, agéncias e especialistas do setor publico. Essa integragdo entre modelos formais e co-
nhecimento tacito ¢ fundamental para capturar aspectos institucionais frequentemente ausentes
em abordagens puramente quantitativas.

No ambito fiscal, o OBR emprega metodologia desagregada, projetando separadamente
as categorias de despesa obrigatdria, discriciondria e encargos com juros (OBR, 2011-b). Os

métodos utilizados vao desde extrapolagdes por tendéncia até projecdes parametrizadas por

2 O CBO desempenha o papel de IFI nos Estados Unidos. Para mais informagdes, ver: https://www.cbo.
gov/. Acesso em: 21/9/2025.

3 O OBR desempenha o papel de IFI no Reino Unido. Para mais informagdes, ver: https://www.obr.uk/.
Acesso em: 21/9/2025.

4 O IFS ¢ o principal instituto independente de pesquisa econdmica do Reino Unido. Para mais informa-
¢oes, ver: https://www.ifs.org.uk/. Acesso em: 21/9/2025.
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regras legais, além de ajustes discriciondrios com base em eventos recentes. Segundo OBR
(2011-b), esse tipo de ajuste ¢ indispensavel diante de mudangas legislativas ou reorganizagdes
administrativas, ressaltando a importancia do julgamento técnico no processo preditivo.

Outro aspecto relevante na atuagdo do OBR ¢ a énfase no monitoramento da execugao
fiscal ao longo do ano, com revisdes periddicas das previsdes a medida que dados de execucao
or¢amentaria se tornam disponiveis. Conforme descrito em OBR (2018), as atualizagdes intra-
-anuais sdo realizadas com base em relatorios mensais e dados administrativos, permitindo re-
visar previsdes de acordo com sinais de desvio no comportamento or¢amentario. Esse processo
torna-se especialmente importante em contextos de alta volatilidade politica ou econdomica, nos
quais a rigidez das previsdes estaticas compromete sua utilidade para a politica fiscal.

No campo da comunicagdo da incerteza, o OBR desenvolveu praticas pioneiras de repre-
sentacdo probabilistica das projecdes fiscais. O orgdo utiliza graficos de leque (fan charts) para
expressar intervalos de confianga em torno das projecdes do déficit e de outras varidveis fiscais,
baseando-se na distribuicdo empirica dos erros de previsdao passados (OBR, 2012). Segundo
OBR (2012), tais graficos sdo uteis para comunicar a amplitude de incerteza associada as proje-
¢des, ainda que ndo capturem eventos extremos com precisdo. Essas praticas estdo diretamente
relacionadas com os objetivos do presente estudo, ao mensurar e comparar o desempenho pre-
ditivo de diferentes modelos atualizados automaticamente e com base ndo apenas em projegoes
pontuais, mas também em métricas intervalares, utilizando previsdo conformal.

Ampliando a perspectiva institucional, o estudo de Leal et al. (2008), publicado pelo IFS,
oferece uma visdo critica e abrangente dos desafios inerentes as previsdes fiscais. Os autores
destacam o problema recorrente de vieses otimistas nas previsdes oficiais, especialmente em
anos eleitorais, e argumentam que tais distor¢des reduzem a credibilidade da politica fiscal e
minam a sustentabilidade das contas publicas (Leal et al., 2008). A tensdo entre transparéncia e
sofisticacdo técnica também ¢ abordada, sendo apontado que modelos mais complexos, embora
potencialmente mais acurados, tendem a ser menos compreensiveis para o publico e mais difi-
ceis de auditar (Leal et al., 2008). Os autores destacam ainda que a previsdo da despesa publica
¢ mais dificil que a da receita, devido a rigidez institucional de muitos gastos e a imprevisibili-
dade das politicas discriciondrias. A literatura europeia aponta que, mesmo com regras fiscais,
os erros de previsao de despesa persistem e se concentram em itens sujeitos a volatilidade poli-
tica ou contabil (Leal et al., 2008).

As metodologias de previsao empregadas por essas institui¢des sdo diversas e frequente-

mente combinam diferentes abordagens em uma suite de modelos. O Banco Central Europeu8
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também adota essa estratégia, que busca equilibrar complexidade e simplicidade, ajuste empi-
rico e solidez tedrica. Os modelos macroeconométricos podem ser categorizados, por exemplo,
em Modelos Dinamicos Estocasticos de Equilibrio Geral (DSGE), Modelos de Vetores Autorre-
gressivos (VAR) e modelos semiestruturais (Ciccarelli et al., 2024). No campo fiscal, modelos
DSGE satélites também sdo utilizados para analisar multiplicadores fiscais sob politica mone-
taria restrita, com orientacdo futura e flexibilizacdo quantitativa, frequentemente incluindo uma
gama relativamente ampla de instrumentos de politica fiscal (Ciccarelli et al., 2024).

Outros autores, como Cimadomo et al. (2017), propdem o uso de técnicas de nowcasting
baseadas em modelos bayesianos com dados de frequéncia mista para prever saldos fiscais. O
modelo utiliza dados de fluxo de caixa de maior frequéncia (mensal) para antecipar variagdes
no saldo anual, contendo poucas variaveis e nenhum julgamento, demonstrando que aborda-
gens mais parcimoniosas® podem superar previsdes oficiais baseadas em centenas de variaveis
(Cimadomo et al., 2017). A discussdo critica de Foroni (2017) sugere aprimoramentos como o
uso de modelos de amostragem de dados de frequéncia mista (MiDaS) ou a decomposi¢ao do
saldo em receitas e despesas, proposta alinhada ao escopo deste estudo.

O artigo de Asimakopoulos et al. (2013) apresenta abordagem empirica para previsdo de
componentes da receita e da despesa com base em dados de alta frequéncia. Os autores utilizam
modelos MiDaS para combinar dados trimestrais com metas anuais, € mostram que previsoes
desagregadas (bottom-up), atualizadas sempre que possivel, geram ganhos preditivos expres-
sivos, especialmente para o lado da despesa (Asimakopoulos et al., 2013). Essa conclusio for-
nece respaldo a estratégia empirica adotada neste estudo, que estima individualmente séries
especificas da despesa publica e atualiza os modelos a cada nova informagao disponivel.

A literatura nacional sobre previsdes fiscais ainda ¢ relativamente escassa e concentra-se
majoritariamente em varidveis agregadas, como arrecadagdo tributaria e resultado primario,
havendo poucos estudos sobre despesa publica propriamente dita. De modo geral, os trabalhos
brasileiros abordam trés frentes: previsdes macroecondmicas, previsdes de arrecadacdo federal
e estadual e andlises de erros de execucao orgamentdria. A auséncia de estudos focados na pre-
visdo desagregada da despesa federal reflete uma lacuna que este trabalho busca suprir.

No campo das previsdes macroecondmicas, Kava (2022) aplica métodos de aprendizado
de maquina para prever séries brasileiras de inflagdo, atividade econdmica e taxa de juros, com-

parando o desempenho de algoritmos como Random Forest, redes neurais e Gradient Boosting

5 Diversos autores argumentam em favor da parcimdnia, uma versdo da Navalha de Occam, principio que
sustenta que modelos mais simples, com menos pardmetros, sdo geralmente preferiveis, devido ao trade-off entre
viés e variancia. Ver, por exemplo, Bargagli Stoffi et al. (2022) e Goldblum et al. (2024).
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com modelos tradicionais, como ARMA e VAR. Os resultados mostram ganhos consistentes
para modelos de Machine Learning em horizontes curtos, embora o autor ressalte a necessidade
de procedimentos de validagdo cuidadosa e ajuste de hiperparametros. Essa experiéncia, embo-
ra centrada em séries macroeconOmicas, revela a viabilidade do uso de técnicas de aprendizado
de maquina em dados brasileiros e introduz metodologias de interpretacdo agnodstica (Kava,
2022).

No ambito da arrecadagdo tributaria federal, diversos estudos exploraram a previsdo e a
combina¢do de modelos. Medeiros et al. (2022) compararam diferentes algoritmos de apren-
dizado supervisionado, como Elastic Net, Complete Subset Regression (CSR) e técnicas de
bagging, para prever a arrecadagdo mensal de tributos federais entre 2002 e 2021. Os autores
constataram que o Elastic Net apresentou melhor desempenho em horizontes curtos, seguido
pela CSR, enquanto métodos de bagging apresentaram desempenho inferior, sobretudo para
amostras menores ou horizontes mais longos. Além disso, benchmarks simples, como a média
ou a mediana das previsdes individuais, mostraram-se competitivos, corroborando a literatura
internacional de combinag¢do de previsdes.

De modo similar, Gadelha et al. (2020) aplicaram técnicas de combinag@o simples e Oti-
ma proposta por Bates & Granger (1969) para projetar a arrecadag@o de nove tributos federais,
concluindo que a combinagdo de previsdes supera consistentemente modelos individuais como
SARIMA e o método de suavizacdo exponencial tripla de Holt-Winters (HW). Resultados se-
melhantes foram obtidos por (Mendonga & Medrano, 2016), que mostraram ganhos de acuracia
ao empregar modelos fatoriais dindmicos associados a combinagdes lineares ponderadas para
reduzir viés e erro quadratico médio. Tais trabalhos destacam a relevancia de abordagens en-
semble no contexto fiscal brasileiro, mesmo em cenarios de baixa frequéncia e alta volatilidade
institucional.

No que concerne a despesa, as evidéncias empiricas disponiveis sdo mais restritas e fo-
cam, principalmente, na andlise de erros de projecdo. Carneiro & Costa (2021) analisaram
os determinantes do erro de previsdo de despesa nos municipios brasileiros, mostrando que
categorias rigidas, como pessoal e encargos, apresentam maior acuracia, enquanto despesas
discricionarias, como investimentos, tendem a ser sistematicamente subestimadas. Os autores
identificaram que restos a pagar e praticas de incrementalismo or¢amentario sdo fatores estrutu-
rais que perpetuam os erros, enquanto variaveis politicas, como anos eleitorais, tiveram menor
impacto do que se supunha. Além disso, municipios com maior autonomia financeira e melhor

qualidade de gestdo fiscal apresentaram previsdes mais precisas (Carneiro & Costa, 2021).10
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Esses achados sugerem que, também no nivel federal, a rigidez institucional pode facilitar a
previsdo de certas despesas, enquanto categorias discriciondrias permanecem mais volateis.

Deus & Mendonga (2017) apresentam um avango adicional ao analisar a qualidade das
previsoes fiscais agregadas no Brasil entre 2003 e 2013. O estudo revela a existéncia de viés
otimista persistente, especialmente em anos eleitorais, bem como a influéncia dos erros de
previsao do Produto Interno Bruto (PIB) sobre o resultado fiscal. Os autores argumentam que
a baixa eficiéncia das previsdes esta relacionada ndo apenas ao ciclo econdmico, mas também
a fragilidade institucional, que reduz os incentivos para proje¢des realistas. Esse diagndstico
dialoga com a literatura internacional ao demonstrar que erros fiscais em economias emergentes
ndo sdo aleatorios, mas estruturais, refletindo tanto limitagdes técnicas quanto incentivos poli-
ticos (Deus & Mendonga, 2017).

Apesar dessas contribui¢des, nota-se que a maioria da literatura nacional se concentra em
receitas e saldos agregados, deixando de lado a previsdo detalhada da despesa publica federal.
Ademais, quase todos os estudos limitam-se a previsdes pontuais, sem avalia¢ao probabilistica
ou intervalar, e ndo realizam comparagdes sistematicas entre familias de modelos estatisticos,
de aprendizado de maquina e de aprendizado profundo. Por fim, ndo encontramos estudos que
adotem uma abordagem bottom-up para despesas federais, desagregando por categorias ou pro-

gramas especificos, o que reforga a originalidade e a relevancia deste estudo.
3. METODOLOGIA

Adotamos o Boletim Resultado do Tesouro Nacional (RTN) como fonte dos dados de
despesas publicas federais utilizadas no estudo. O RTN, publicacdo mensal da Secretaria do
Tesouro Nacional (STN), ¢ referéncia oficial para a mensurac¢ao do resultado primario do Go-
verno Central brasileiro desde 1995. O boletim consolida, de forma transparente, as estatisticas
fiscais referentes ao desempenho das receitas e despesas, e ¢ reconhecido como o principal ins-
trumento de acompanhamento da execucdo or¢amentaria federal e de anélise da politica fiscal
corrente (STN, 2016).

O RTN apresenta 159 linhas de variaveis, abrangendo receitas (57), despesas (92) e re-
sultados fiscais (10). O escopo do presente estudo concentra-se exclusivamente nas variaveis
associadas as despesas publicas primadrias. Para a construcdo da base de dados, definimos como
data de corte o inicio da série histdrica analisada. Embora o RTN disponha de dados desde

1997 para despesas agregadas, o nivel de detalhamento necessario, que permite identificacdo el1
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analise individualizada de linhas especificas de despesa, so esta disponivel a partir de janeiro
de 2010. Limitamos a série temporal a este ponto de partida, assegurando comparabilidade e
homogeneidade do detalhamento ao longo do periodo analisado, evitando, problemas de dados
faltantes, quebras de série ou inconsisténcias classificatorias.

Quanto ao nivel de granularidade das previsdes, inicialmente selecionamos 41 linhas de
despesa, constituindo o menor grupo que identifica unicamente cada despesa do RTN, sem
redundancias ou combinagdes lineares triviais. Demais linhas disponiveis correspondem a de-
talhamentos mais especificos, sem interesse preditivo, ou resultam de agregacdes das varidveis
ja selecionadas, ndo acrescentando informagao ao modelo. Durante analise exploratéria, obser-
vamos muitos meses com valores iguais a zero em algumas variaveis do conjunto original com
41 linhas de despesa.

Identificamos ainda que 18 dessas varidveis apresentavam valores individualmente ir-
relevantes sob a Otica da materialidade orgamentéria, cada uma representando fragdo muito
pequena do total de despesas federais. Como critério objetivo, consideramos materialmente
irrelevantes as variaveis cuja soma representa menos de 5% do total de despesas no periodo
analisado. Para evitar sobreajuste em varidveis pouco informativas, agregamos em duas novas
variaveis: uma com a soma de 11 despesas obrigatorias e outra com a soma de 7 despesas dis-
criciondrias. Adicionalmente, concatenamos em uma Unica variavel as duas linhas de despesas
com sentengas judiciais e precatdrios de beneficios previdencidrios (urbano e rural).

Questao relevante refere-se a presenca de valores faltantes ou nulos nas séries. Obser-
vamos grande nimero de meses com valores iguais a zero em algumas variaveis do conjunto
original com 41 linhas de despesa. Destaca-se, contudo, que tais registros nao correspondem a
dados faltantes ou omissdes, mas a situagdes reais de auséncia de despesa na respectiva linha e
periodo. Ou seja, os zeros refletem a auséncia efetiva de execugdo orgamentaria, € nao proble-
mas de qualidade da informacao. Portanto, ndo realizamos imputag¢do de dados para substitui-
¢do dos zeros estruturais.

O agrupamento de variaveis reduziu o nimero de séries analisadas de 41 para 24 e elimi-
nou 696 pontos de dados zerados. As novas varidveis agregadas ndo apresentam valores zero
ao longo de todo o periodo. Apenas 4 das 24 séries originais exibem algum valor zero em de-
terminado més®. Ressalte-se que essa baixa propor¢ao de zeros nao caracteriza cenario tipico de

inflacdo de zeros (zero-inflated models), que exigiria técnicas especificas de andlise, conforme

6 Quais sejam: (i) Abono Salarial e Lei Kandir, com 31 contagens cada (16,8% dos pontos de dados), (ii)
FUNDEB, com 8 contagens (4,3%), (iii) sentengas judiciais e precatérios do BPC LOAS/RMYV, com 7 contagens

(3,8%). 1
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literatura desenvolvida inicialmente por Croston (1972). Tal abordagem parcimoniosa contribui
para a robustez da andlise e evita distor¢des pela inclusdo de varidveis pouco informativas ou

tratamento desnecessario dos dados. A Tabela 1 descreve as variaveis do RTN utilizadas.

Tabela 1 — Variaveis utilizadas nos modelos’

i Mo i it 11N
Beneficios Previdencidrios 41
S de Beneficics Previdencifoios 4.1.1.1 = 4.1.21
Fressaoal & Eowenrpoe Seacin: 132
S abo Prossoal & e b TG 1.2}
Abope Salarial i.3.01.1
Seguro Desemprego 3.3.01.2
BPMC da LOAS/RAV 4305
S0P il B illn LORAS 'RALY 4.3061
Criwlites Extrsondinirios L30T
L P LRLELE Lk 10
] o 4.5 11
Lkemiiis Hoslores 4512
Lii Bonnetin 45138
S e Chostasicn o Cngibiad R 1A
Sulmixlss, Subverszns o Promgre LELS
Obtigntdeins Diversas 1302 + 4309 + 4304 + 1306 +
4508 & 430 4+ 4316+ 43517 4
4.31E <+ 4.5.10 4 4.3, K
Bomrfirire o FF 4411
Baolsn Fromilim 1.4.1.2
Saticls Obeepnionia 1.4.1.3
Educacias Ohrfigatdra 14.1.4
Diveraas Ohbrigataras CF L 1.5
Sadide Discricioniria 1421
|':i|'ru|||:||: (RIS AR LT TR 1.4.22
Dhsai g e Divorsos 1423 + 4424 + 4.4.2.5 1.4.2.6 4
12T & 4498 L 4499

A Figura 1 apresenta a evolugdo, e a Figura 2, a sazonalidade das despesas primarias,
ambas em milhdes de R$ corrigidas pelo IPCA até junho de 2025 e para o periodo de janeiro
de 2010 a dezembro de 2022, definido como conjunto de treino. De acordo com Hyndman et
al. (2025), o conjunto de teste normalmente representa cerca de 20% da amostra, embora esse
valor dependa do tamanho da amostra e do horizonte de previsdo. Embora a base va até junho
de 2025, toda a anélise exploratoria de dados ¢ realizada sobre o periodo de treino (13 anos ou

156 pontos), sendo o restante dos dados usado como teste (30 pontos), evitando o data leakage®.

7 Nota: Elaborado com base na Tabela 1.2-A Resultado Primario do Governo Central do RTN.

8 Data leakage ocorre quando informagdes do conjunto de teste (ou de dados futuros) sdo, direta ou indi-
retamente, usadas no treinamento do modelo, gerando avaliacdes artificialmente superiores. Para aprofundamen-
to, ver (Apicella et al., 2025).



Figura 1 — Evolucao das despesas primarias em termos reais (milhdes de RS)
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Figura 2 — Sazonalidade das despesas primarias em termos reais (milhoes de R$)
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Com base nas figuras, identificamos que as séries apresentam comportamento bastante
diverso entre si, 0 que indica que dificilmente um tnico modelo representa bem todas as séries.
Tal fato reforca a escolha da abordagem bottom-up. Quanto a tendéncia, algumas séries, como
Beneficios Previdenciarios e Beneficios de Prestacdo Continuada (BPC) da LOAS/RMYV, apre-
sentam crescimento persistente, refletindo fatores demograficos e mudangas normativas. Outras
séries, como Educagdo Discricionaria e Obrigatoria, apresentam decréscimo, enquanto Saude e
Pessoal e Encargos Sociais mostram estabilidade relativa, sugerindo rigidez institucional.

Quanto a sazonalidade, algumas categorias exibem padrdes sistematicos ao longo dos
meses do ano (ex: Pessoal e Encargos Sociais e Beneficios Previdencidrios). Sazonalidade pro-
nunciada tende a facilitar a previsdo, desde que capturada adequadamente pelos modelos e
que seja constante ao longo do tempo, o que ndo ¢ o caso para varias despesas analisadas. Por
outro lado, diversas despesas apresentam comportamento irregular, com picos em meses dis-
tintos, como Sentencas Judiciais ¢ Precatorios (SJP), decorrente da natureza discricionaria do
pagamento de precatdrios. O componente ciclico, entendido como movimentos de longo prazo
associados a flutuagdes econdmicas ou institucionais, ¢ mais dificil de isolar, mas pode ser su-
gerido por choques ou mudangas de nivel, sobretudo em periodos de crise. Um caso notorio € a
substituicdo do Bolsa Familia pelo Auxilio Emergencial na pandemia de Covid-19.

Por fim, notamos que a irregularidade ¢ marcante em séries como Abono Salarial, FUN-
DEB e Sentengas Judiciais e Precatorios, com valores atipicos e rupturas de tendéncia. Com-
portamentos imprevisiveis, associados a fatores externos ou decisdes discriciondrias, dificultam
a previsao, exigindo modelos flexiveis capazes de lidar com nao linearidades e rupturas estrutu-
rais. Essa diversidade refor¢a a importancia de multiplos métodos e validagdes rigorosas.

Estruturamos o processo de avaliacdo e selecdo dos modelos preditivos em um pipeline
modular, alinhado as melhores praticas em previsdo de séries temporais, conforme Hyndman
et al. (2025). O objetivo ¢ selecionar o modelo mais adequado para cada série temporal, dadas
as suas caracteristicas individuais, sem desprezar as informagdes que podemos obter ao utilizar
modelos multivariados’. A ideia central ¢ identificar o modelo mais adequado para cada série
de despesa publica, levando em conta suas caracteristicas especificas, mantendo a robustez que

pode ser obtida ao considerar diferentes abordagens. Como a escolha de modelos baseada ape-

9 De acordo com Hyndman et al. (2025), um modelo multivariado modela explicitamente as interagdes
entre multiplas séries temporais em um conjunto de dados e fornece previsdes para multiplas séries temporais
simultaneamente. Em contraste, um modelo univariado treinado em multiplas séries temporais modela implici-
tamente as interacdes entre multiplas séries temporais e fornece previsdes para séries temporais Unicas simulta-
neamente. Modelos multivariados sdo tipicamente custosos em termos computacionais e, empiricamente, nao
oferecem necessariamente melhor desempenho de previsdo em comparagdo com o uso de um modelo univariado.
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nas em intui¢do muitas vezes ndo se confirma nos dados, adotamos um procedimento de valida-
¢do cruzada temporal com janela expansiva, que simula como os modelos se comportariam ao
prever periodos futuros. Esse método, embora produza erros maiores do que o ajuste simples,
aproxima-se mais da situacdo real de previsdo, em que novas informagdes sdo incorporadas ao
longo do tempo.

A comparagdo entre os modelos foi feita a partir de métricas de erro, principalmente o
erro absoluto médio (MAE) e a raiz do erro quadratico médio (RMSE). O MAE ¢ privilegiado
por sua simplicidade de interpretagdo, enquanto o RMSE ajuda a capturar distor¢des associadas
a valores extremos. O pipeline inicia-se com a divisdo dos dados em conjuntos de treino e teste,
preservando a ordem temporal. O conjunto de treino ¢ usado para ajustar e validar os modelos,
enquanto o teste serve para avaliar sua capacidade preditiva fora da amostra. Cada modelo ¢
ajustado automaticamente a partir dos dados de treino, explorando diferentes paradigmas esta-
tisticos, de aprendizado de maquina e de aprendizado profundo.

Ap0s o ajuste, realizamos o diagnostico dos residuos, isto €, a andlise dos erros gerados
pelas previsdes. Bons modelos devem produzir residuos ndo correlacionados e sem viés, o que
indica previsdes mais confidveis. Quando possivel, também se avalia a constancia da variancia
e anormalidade, ainda que essas propriedades ndo sejam indispensaveis. Para construir interva-
los de confianca das previsodes, utilizamos a abordagem conformal, que, em vez de depender de
suposic¢des fortes sobre distribui¢des probabilisticas, recorre ao historico dos erros para estimar
a incerteza futura. Essa técnica assegura que os intervalos de previsao reflitam de forma realista
o grau de incerteza do modelo.

A etapa seguinte ¢ a validacdo cruzada temporal no conjunto de treino, que consiste em
treinar e avaliar os modelos em janelas crescentes de dados, testando sua estabilidade e capaci-
dade de generalizagdo. O modelo escolhido para cada série ¢ aquele que apresenta o menor erro
médio nesse processo, usando o MAE como critério principal. Esse modelo ¢ entdo ajustado
em todo o conjunto de treino e aplicado ao conjunto de teste, permitindo medir sua real capa-
cidade de previsao em dados novos. Por fim, para aumentar a robustez, as previsoes finais sao
obtidas a partir da combina¢do de diferentes paradigmas de modelos. A literatura mostra que,
de forma consistente, a média simples das previsdes costuma superar o desempenho de modelos
individuais. A incerteza das previsdes combinadas também ¢ estimada de maneira empirica,
utilizando novamente os erros passados.

Em sintese, esse processo busca garantir que a selecdo de modelos seja feita de manei-

ra sistematica e transparente, equilibrando rigor estatistico e flexibilidade pratica. Em vez de1
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depender de escolhas subjetivas, compara-se o desempenho de varias abordagens, avaliam-se
seus erros de forma realista e combinam-se previsdes para produzir resultados mais confidveis.

Treinamos 46 modelos para cada uma das 24 despesas primarias avaliadas no presente
estudo. Inicialmente, utilizamos 6 modelos de base, abarcando média historica (Historic Ave-
rage), modelos ingénuos (Naive, Seasonal Naive e Random Walk With Driff) e médias méveis
simples e sazonais (Window Average e Seasonal Window Average). Esses modelos de base
serviram como benchmark para avaliar o desempenho dos demais modelos. Em seguida, utili-
zamos 6 modelos tradicionais de previsdo de séries temporais: ARIMA, ETS, Theta, Complex
Exponential Smoothing (CES), Median, Fourier seasonality, Linear trend, and Exponential
Smoothing (MFLES) e Trigonometric, ARMA errors, Box-Cox transformation, Trend, and Sea-
sonality (TABTS). Também avaliamos 8 modelos de aprendizado de maquina: Random Forest,
Elastic Net, Lasso, Ridge, Linear Regressor, CatBoost, XGBoost e Light GBM.

Exploramos ainda a eficiéncia de 26 modelos de aprendizado profundo, separados em
5 classes de arquiteturas. Avaliamos 7 modelos da classe de Redes Neurais Recorrentes: Re-
current Neural Networks (RNN), LSTM, Gated Recurrent Units (GRU), Temporal Convolu-
tional Networks (TCN), Deep Autoregressive (DeepAR), Dilated Recurrent Neural Network
(DilatedRNN) e Bidirectional Temporal Convolutional Networks (BiTCN). Também testamos
7 modelos da classe de Perceptron Multicamadas: Multilayer Perceptron (MLP), Neural Basis
Expansion Analysis for Time Series (NBEATS), Neural Hierarchical Interpolation for Time
Series (NHITS), Decomposition Linear Model (DLinear), Nonlinear Forecasting Model (NLi-
near), Time-series Dense Encoder (TiDE) e Deep Non-Parametric Time Series (DeepNPTS).

Testamos ainda 6 modelos baseados em transformers: Temporal Fusion Transformer
(TFT), Vanilla Transformer, Informer, Autoformer, Frequency Enhanced Decomposed Trans-
former (FEDformer) e Patch-based Time Series Transformer (PatchTST). Por fim, avaliamos 4
modelos multivariativos: Spectral-Temporal Graph Neural Network (StemGNN), Time Series
Token Mixing (TSMixer), Multivariate Multilayer Perceptron (MLP-Multivariate) e State-O-
f-The-Forecast Time Series (SOFTS), além de 2 modelos com arquiteturas diversas: Kolmo-
gorov-Arnold Network (KAN) e TimesNet Convolutional Architecture (TimesNet). Ao final,
também analisamos os melhores modelos independentemente das classes designadas anterior-
mente.

Para testar essa grande quantidade de modelos, recorremos ao uso de otimizagao automa-
tica de hiperparametros, conforme os trabalhos de Hyndman & Khandakar (2008), Akiba et al.
(2019), Garza et al. (2022) e Olivares et al. (2022). A otimizagdo automatica de hiperparémetros18



P Q
TeESOURONACIONAL

desempenha papel central na melhoria do desempenho de modelos de aprendizado de méaquina,
especialmente em contextos em que a busca manual ¢ invidvel ou ineficiente. Nesse sentido,
Akiba et al. (2019) propdem uma abordagem de ltima geracao baseada em dois principios fun-
damentais: a definicdo dinamica do espaco de busca (define-by-run) e a amostragem eficiente
com técnicas de otimizagdo Bayesiana. O mecanismo define-by-run permite que o espago de
hiperpardmetros seja construido de forma programatica durante a execugao da fung¢ao objetivo,
conferindo maior flexibilidade e expressividade a definicdo condicional de pardmetros. A amos-
tragem ¢ realizada predominantemente por meio do algoritmo 7ree-structured Parzen Estima-
tor (TPE), que modela separadamente a distribui¢do de boas e mas configuragdes, priorizando
regides mais promissoras do espago de busca.

Além disso, Akiba et al. (2019) incorporam técnicas de pruning para interromper pre-
cocemente avaliagdes com baixo potencial de desempenho, o que reduz significativamente o
custo computacional da otimizagdo. Essa estratégia se baseia em monitoramento continuo de
métricas parciais durante o treinamento e ¢ especialmente util em tarefas de alto custo, como o
ajuste de redes neurais profundas. Os experimentos apresentados pelos autores demonstram que
o modelo proposto supera outros frameworks populares, tanto no tempo de convergéncia quan-
to na qualidade das solugdes encontradas, mesmo sob restricdes de orgamento computacional.
De acordo com os autores, a arquitetura leve e o suporte a execucdo paralela e distribuida
compativel com multiplas bibliotecas tornam a ferramenta robusta e altamente adaptavel para

aplicagdes reais de modelagem preditiva.

4. RESULTADOS

Nesta secdo, apresentamos e analisamos os resultados obtidos a partir dos modelos esta-
tisticos, de aprendizado de méaquina e de aprendizado profundo aplicados as séries de despesas
primarias federais. Realizamos a avaliacdo em trés etapas: (i) desempenho na validagdo cruza-
da dentro do conjunto de treino; (ii) desempenho no conjunto de teste, fora da amostra; e (iii)
analise do desempenho para investigar a ocorréncia de overfitting, underfitting ou padrdes de
generalizacdo. Também discutimos a comparagdo entre os conjuntos e realizamos um teste de
robustez, alterando o horizonte de previsdo.

A Tabela 2 resume as médias, dentre todas as despesas, do erro absoluto médio (MAE) e
do erro quadratico médio (RMSE) obtidos na valida¢do cruzada (expanding window) para cada

modelo avaliado. Entre os modelos de referéncia, o Seasonal Naive apresenta 0 menor MAE
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médio (2.259,48), seguido do Historic Average (2.406,35). No grupo dos modelos estatisticos,
o destaque ¢ o MFLES, com o menor MAE médio (2.576,11), seguido pelo ARIMA (2.852,98).

Tabela 2 — Desempenho dos modelos benchmark e estatisticos no conjunto de treino'

Maodelo MAE HM=E
Sensonnl Naiw DA50 48 441525
Historic Averase PR L LAR2.TT
Ml G LEst w1 T.AH R
Ropedows Walk With Drift 601817 011506
Wolsidew Average TAMEGT DG 5
MFLES 257611 12100, Tib
ARIMA 2 HA2 098 L3l A3
I'REATS Aol s I v T
ETS A8 5l a5 A5
T hita L 6144013
CES [ AL R O

A Tabela 3 mostra a frequéncia em que cada modelo foi selecionado como o melhor, ou

seja, com o menor erro, em cada uma das séries de despesa.

Tabela 3 — Frequéncia de selecdo como melhor modelo benchmark e estatistico no con-

junto de treino"!
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Observamos que, entre os modelos de referéncia, o Seasonal Naive e o Historic Average
concentram a maioria das selegdes como melhores modelos para as séries avaliadas, especial-
mente no critério MAE. J& no grupo dos modelos estatisticos, verificamos maior diversidade,

com destaque para MFLES, TBATS e ARIMA, mas nenhum modelo domina todas as séries,

10 Nota: Resultados ordenados de forma crescente pelo MAE.
11 Nota: Resultados ordenados de forma decrescente pelo MAE.
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indicando que o ajuste personalizado ¢ fundamental para maximizar o desempenho preditivo
nesse contexto.

A Tabela 4 sintetiza as métricas de erro fora da amostra (conjunto de teste) para as pre-
visdes geradas pelos melhores modelos selecionados para cada linha de despesa. Destacamos

reducdes expressivas nos erros médios em comparagdo ao benchmark.

Tabela 4 — Desempenho dos modelos estatisticos comparados ao benchmark no conjunto

de teste!?

Meétricn  Benchmaork  Estatistico Reduocho do crro ()

MAI 2.257.30 1.731 .89 23,28%
MSE F2O0F 085,21 15.0865.055,5] al.a2%
RAISE 3200, 75 2.046,54 14,71
MAPE 1.OGT. 16 AT TR G0,
SAMAPE LT XS A4S
MASE 204 23.0d5%
MSS] 3.09 261 3,500
EATSSE I.55 1,30 ImET

A Tabela 5 resume a comparagao entre os erros obtidos na validacao cruzada (treino) e no
teste. Observamos que os modelos estatisticos ndo apenas superam os benchmarks em todos os
critérios, mas também apresentam erro médio menor no teste do que no treino. Esse resultado,
embora a primeira vista possa parecer contraintuitivo, pode ser explicado por trés fatores: (i)
amostras de teste menos volateis, com periodos mais regulares; (ii) amostragem robusta, sem
vazamento de dados e com boa segmentacdo das séries; e (iii) tamanho menor da amostra de

teste, que pode, por acaso, ser menos complexa do que o conjunto de treino.

Tabela 5 — Comparag@o dos erros médios dos modelos estatisticos e benchmarks nos

conjuntos de treino e teste

Mldtricn Fenchmark Estatistico
Troeinog Te=tar Troing Tt
MAE 1551044 1.731.549

L ]
RAISE 36243 325550 | 36003 264650

Lo | 1O52.KT

De modo geral, a auséncia de aumento dos erros no conjunto de teste indica que os mo-

delos ajustados conseguem capturar padroes estaveis e generalizaveis nas séries avaliadas, sem

12 Nota: A coluna reducdo do erro mostra a melhoria percentual dos modelos estatisticos em relacao ao
benchmark para cada métrica.
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evidéncias de overfitting. O ganho absoluto e relativo dos modelos estatisticos em relacdo ao
benchmark demonstra a importancia de adotar abordagens mais sofisticadas, mesmo em con-
textos de séries curtas e com rigidez orgamentéria. Em resumo, os resultados evidenciam que:
(1) os modelos estatisticos, especialmente MFLES, ARIMA e TBATS, superam os modelos de
referéncia em todos os critérios de avaliagdo; (i1) ndo ha indicios de sobreajuste, ja que os erros
de teste permanecem iguais ou inferiores aos do treino; e (iii) a metodologia adotada assegura
robustez e confiabilidade as previsdes de despesas federais, refor¢ando o papel de modelos es-
tatisticos bem calibrados como instrumentos relevantes para a politica fiscal.

Adicionalmente, ndo observamos sinais de subajuste (underfitting). Em situacdes de un-
derfitting, seria esperado que tanto os erros no treino quanto no teste permanecessem elevados,
sugerindo que o modelo seria incapaz de capturar padrdes estruturais relevantes das séries. No
entanto, como os modelos estatisticos apresentam desempenho substancialmente superior aos
benchmarks em ambas as amostras, constatamos que a modelagem adotada extrai informagdes
relevantes dos dados, sem se limitar a reproduzir apenas tendéncias triviais. Em seguida, avalia-
mos o desempenho dos modelos de Machine Learning e suas nuances frente ao contexto fiscal
brasileiro.

A Tabela 6 apresenta as médias do erro absoluto médio (MAE) e do erro quadratico médio
(RMSE) para os principais algoritmos de ML na validagdo cruzada. Observamos que o Light-

GBM apresenta o menor MAE médio, enquanto o CatBoost obtém o menor RMSE médio.

Tabela 6 — Desempenho médio dos modelos de Machine Learning no conjunto de treino'?

hlolelo MAE RASIE
Light GEM 3R 43  3.760,70
Haawlosn Foaos 100G AT 371005
Ridze (MM RS 6] UG
A Boost 210 562330
Uit Baosi LI Ll T 1
[ 19350 381597
Lincar Resression 220538 3.713.62
Elaztic Net UMM 377246

A Tabela 7 apresenta a frequéncia em que cada modelo ¢ selecionado como o melhor
para cada série (menor MAE e RMSE). Essa diversidade de seleg¢des evidencia que nenhuma
abordagem ¢ universalmente superior para todas as séries, ressaltando a importancia da escolha

especifica para cada contexto or¢amentario e a relevancia da estratégia bottom-up na previsao

13 Nota: Resultados ordenados de forma crescente pelo MAE.
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de despesas publicas.

Tabela 7 — Frequéncia de selecao como melhor modelo de Machine Learning no conjunto

de treino'

Mool MAE RMSE
Lichi GBS 11 i
Lt Mot H ]
EETH I i 2
Ramebory Forest 4 2
Linear Risgression 1 ]
Lnssa 1 2

Ml P ewpnst ]
Elnstle Net

A Tabela 8 resume as métricas de erro dos melhores modelos de ML no conjunto de teste,

permitindo comparag¢do com o benchmark.

Tabela 8 — Desempenho dos modelos de Machine Learning comparados ao benchmark

no conjunto de teste'

Matrica  Benchmark  Machine Learning Reducio do ereo (%)

SEA 2.aad Al 219, 1 A GRS
Al=E X2 INIT AJEG, 2] 25,808 316,18 -18, 17
RAISE 335570 3,322 Oi L] T
LMAPE 105,16 LU Ml 4
SMAPE 3297 24,24 M AR
AMASE 2 (M 1.1M HRE N
AMSSE 3, i N

RAISSE 1,55 1.6l BT

A analise dos resultados fora da amostra mostra que, embora os modelos de Machine Le-
arning apresentem desempenho levemente superior no critério MAE e avangos consideraveis
nas métricas percentuais (MAPE e SMAPE), nao identificamos ganhos sistematicos em todas
as métricas avaliadas. Em particular, tanto o RMSE quanto o MSE e suas variantes padroniza-
das (MSSE, RMSSE) ficam ligeiramente acima dos valores observados para o benchmark, indi-
cando que os modelos de ML, apesar de eficientes para prever a mediana dos desvios absolutos,
sdo mais sensiveis a grandes erros em algumas séries ou eventos atipicos. Por outro lado, esse

desempenho menos consistente evidencia a importancia de ajustar expectativas quanto ao uso

14 Nota: Resultados ordenados de forma decrescente pelo MAE.
15 Nota: A coluna reducdo do erro mostra a melhoria percentual dos modelos de ML em relacdo ao ben-
chmark para cada métrica. Valores negativos indicam piora em relagdo ao benchmark.
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dessas técnicas em ambientes caracterizados por volatilidade fiscal, mudangas institucionais
frequentes e séries curtas.

Assim, nossos resultados sugerem que o melhor desempenho dos modelos estatisticos em
horizontes mais longos decorre de sua estrutura parcimoniosa e do viés indutivo embutido nas
técnicas classicas de estimagdo, que atuam como regularizadores naturais contra o sobreajuste.
Esses modelos preservam memoria historica de maneira eficiente e projetam tendéncias e sazo-
nalidades de forma estavel, enquanto arquiteturas de aprendizado de méaquina e de aprendizado
profundo, embora potentes para capturar padrdes locais em horizontes curtos, tendem a sofrer
com a propagacao de erros e a alta varidncia quando estendidas a horizontes longos. Tal evidén-
cia ¢ consistente com a literatura em competi¢cdes de previsdo discutida em Makridakis et al.
(2020) e Godahewa et al. (2021), refor¢cando que a escolha metodologica deve considerar nao
apenas o tipo de série, mas também o horizonte de interesse.

A Tabela 9 sintetiza os resultados comparativos dos melhores modelos de ML entre treino

e teste, considerando as principais métricas.

Tabela 9 — Comparagdo dos erros médios dos modelos de Machine Learning e benchmark

nos conjuntos de treino e teste

Nctrion Benchmark Machine Learning
Treing Testae Tirasi pver Tusta:

MAL La&04d  REST.80 | V6153 2.196.71

1t A lSE S48 RS TH | AR G] JoE

Observamos que, para 0 MAE, os modelos de ML apresentam desempenho superior ao
benchmark no treino, mas sofrem pequena elevagao no teste, o que € natural quando avaliamos
a capacidade preditiva fora da amostra. Ainda assim, o MAE no teste dos modelos de ML per-
manece competitivo e menor que o benchmark, demonstrando boa generalizagao. No caso do
RMSE, a diferencga entre treino e teste permanece minima, sugerindo estabilidade na dispersao
dos erros, mesmo em cenarios de grandes desvios.

Nao identificamos indicios de overfitting, pois a diferenca dos erros entre treino e teste ¢
pequena e ndo ha explosao do erro fora da amostra. Da mesma forma, ndo observamos sinal de
underfitting, visto que os modelos conseguem capturar padroes relevantes das séries e superam
0 benchmark em ambos os conjuntos.

Entre os algoritmos de aprendizado de maquina avaliados, o modelo LightGBM se desta-

ca por sua recorrente selecdo como melhor modelo em multiplas séries. Ainda assim, o modelo24



composto pelos melhores algoritmos em cada série apresenta desempenho superior, alinhando-

-se a literatura sobre o potencial da técnica de previsdo bottom-up para lidar com a heterogenei-

dade estrutural tipica das séries de despesas publicas.

A Tabela 10 apresenta as médias do erro absoluto médio (MAE) e do erro quadratico
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médio (RMSE) para os principais modelos de Deep Learning avaliados na validagdo cruzada

do conjunto de treino. Observamos que TS-Mixer, StemGNN, TCN e DilatedRNN apresentam

os menores valores de MAE, enquanto NBEATS, DeepNPTS e TS-Mixer se destacam nos

menores valores de RMSE. A ampla dispersdo entre arquiteturas indica forte dependéncia da

estrutura da série para a eficacia de cada abordagem.

Tabela 10 — Desempenho médio dos modelos de Deep Learning no conjunto de treino'®

hlodela MAE RMSE
TS Alixer 211143 354856
StemilaiN 2N a2 395306
TCN 2FHG0 375476
LhilatedMN N 20007 5746, T2
LSTM 241013 375241
GHU 250810 3.7530.45
NREATSR 218 47 481X
Bl 2. 25307 3T 12
SOFTS 207 67 358012
Vanilla Transformer 200053 35404
1513k o e o i
Al 235186 3.731.07
FEDEsemer e L I el )
DLk rieens 26065 573022
NHITS 2402 37 352710
Tenfesrermior L AT L 4 W ]
Autalormer 241123 3. TR86T
MLF 245465 3RO545T
TFT 2487 47 351984
B-TON 251175 U668
MLF Multivariate 251652 3090408
DecpMP¥ls 2562440 R555.51
DeepAR 250063 1.003,066
M Linear 54E 3636027
CNI 2T12A2 373728
FutchTST 285004 368106

A Tabela 11 apresenta a frequéncia em que cada modelo ¢ selecionado como o melhor

para cada série (menor MAE e RMSE). Observamos maior dispersdo entre os modelos de Deep

Learning, sugerindo que o melhor desempenho ¢ bastante sensivel ao tipo de arquitetura, série

e ajuste de hiperparametros.

16 Nota: Resultados ordenados de forma crescente pelo MAE.
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Tabela 11 — Frequéncia de selecdo como melhor modelo de Deep Learning no conjunto

de treino!’

Mhladelo MAE RAISE
DLanent
SUIFLS
[ |

5]
]

i

3 2

] 1
Avtedormmey 3 i
TE-Mlixer 3
DilatedR NN 2
Palch'T3T 1
MEBLEATS 1
oMM 1
Bi- 10N 1
MLP AMuleivrinns i
TiDE |
AN |
SteamGNN 1
Wil T Bor 1
N Linenr /]
r‘:.--;-, MPTS 1

De forma geral, os resultados evidenciam que, embora modelos como TS-Mixer, StemG-
NN, TCN e DLinear liderem em termos de erro absoluto e quadratico médio, ndo h4d dominio
absoluto de uma arquitetura sobre todas as séries. Isso sugere que a selecdo individualizada por
série, acompanhada de ajuste automatico de hiperparametros, ¢ fundamental para extrair o me-
lhor desempenho dos modelos de Deep Learning no contexto das despesas federais.

A Tabela 12 resume as métricas de erro dos melhores modelos de DL no conjunto de teste,
permitindo comparagdo com o benchmark. Os resultados do conjunto de teste indicam que os
modelos de Deep Learning ndo apresentam ganhos robustos sobre o benchmark, especialmente
nas métricas mais sensiveis a grandes desvios. Embora o MAE, MAPE ¢ SMAPE mostrem
reducdes de erro em relagdo ao benchmark, sugerindo uma leve vantagem dos modelos de DL
na previsao dos desvios médios e percentuais, as métricas baseadas em quadrados dos residuos

(MSE, RMSE, MSSE, RMSSE) apresentam desempenho inferior ao dos modelos de referéncia.

17 Nota: Resultados ordenados de forma decrescente pelo MAE.

26



P (\
TeESOURONACIONAL

Tabela 12 — Desempenho dos modelos de Deep Learning comparados ao benchmark no

conjunto de teste'®

Bétrlea Benchmork Deop Learning Reducho do orro {(55)

MAFE 2 957,9) 2.130,2% 5.63%
M3E 2200708521  24.205.277.2 211
RASE 3.255. 79 a0 65 =LA e
MAPE 1.057,16 570,49 136, 54
SMAPE 52.07 24,12 26 815
MASE 2 (M P (17 i, 405
MSSE 3,99 152 ;) A0

RAISSE 1.5% 1,71 =10.32%

Esses resultados indicam que, apesar de os modelos de Deep Learning conseguirem cap-
turar padrdes médios ou recorrentes das séries de despesas, eles sdo mais vulneraveis a ocor-
réncia de grandes erros em pontos especificos, especialmente em contextos marcados por cho-
ques, sazonalidades atipicas ou mudangas abruptas de regime fiscal. A leve redugdo do MAE e
MASE, acompanhada do aumento do RMSE e métricas relacionadas, reforga a hipdtese de que
esses modelos podem ser sensiveis a outliers ou eventos incomuns, especialmente em amostras
de teste relativamente curtas e heterogéneas. A Tabela 13 sintetiza os resultados comparativos

dos melhores modelos de DL entre treino e teste, considerando as principais métricas.

Tabela 13 — Comparagdo dos erros médios dos modelos de Deep Learning e benchmark

nos conjuntos de treino e teste

Mt ricm Benchmark e Lemrning

Treine Tt Treinin Lista

MAE LasAd 2225750 | 1.e80TT  2.130.2%
HMSE 462143 A256TH | A AT B 3HLGS

No conjunto de treino, os modelos de Deep Learning apresentam desempenho semelhan-
te ao benchmark em termos de MAE, com valores praticamente iguais, e desempenho superior
em termos de RMSE. No conjunto de teste, observamos que 0 MAE do modelo de Deep Le-
arning permanece inferior ao benchmark, indicando maior precisdo preditiva fora da amostra.
O RMSE dos modelos de Deep Learning fica levemente acima do benchmark, sugerindo que,
apesar de menor MAE, houve alguma ocorréncia de desvios maiores na previsao de determi-

nadas séries.

18 Nota: A coluna reducdo do erro mostra a melhoria percentual dos modelos de Deep Learning em relacao
ao benchmark para cada métrica. Valores negativos indicam piora em relacdo ao benchmark.
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A diferenca entre treino e teste para os modelos de Deep Learning ¢ modesta. O aumento
do MAE ¢ esperado em predigdes fora da amostra e estd em linha com o observado para modelos
estatisticos e de Machine Learning. Isso sugere que ndo ha sinais claros de sobreajuste (overfit-
ting), ja que o erro ndo cresce de forma abrupta, e 0 modelo mantém desempenho competitivo
em dados ndo vistos. Tampouco observamos evidéncias de subajuste (underfitting), uma vez
que os erros ndo permanecem elevados em ambos os conjuntos. Em sintese, observamos que os
modelos de Deep Learning demonstram capacidade de generalizagdo, conseguindo superar o
benchmark em termos de precisao absoluta no teste, ainda que apresentem ligeira desvantagem
no RMSE, um reflexo natural da maior sensibilidade desse indicador a valores extremos.

Por outro lado, o desempenho menos robusto dos modelos de Machine Learning e Deep
Learning no teste reforca que, em séries curtas e altamente heterogéneas, métodos cléssicos
bem calibrados podem manter vantagem relevante sobre alternativas modernas, cuja eficacia
plena depende de amostras maiores ou menos sujeitas a choques. A Tabela 14 apresenta o
desempenho da combinacdo de previsdes no conjunto de teste, comparando-a ao benchmark

ingénuo.

Tabela 14 — Desempenho da combinagao de previsdes comparado ao benchmark no con-

junto de teste'

Metrica Benchmnrk Ensemble Reduchn do orro [%)

MAE 2, 20T &) 1Ak, s 14,37
MEE FLAOTARS 2T 2GE5 5 AG R
HASE 3,255, T4 1 (W, 2 T TE
MAPE 105716 G350 40, T
SMAPE a2ar 22 65 a1, W
MARE 204 1.78 12, Th%
MESE 3,404 1.67 H AR
HMESE 155 1.l ! B

Observamos que a estratégia de combinagdo de previsdes supera o benchmark em todas
as métricas avaliadas, com ganhos particularmente expressivos no MAPE (46,7%) e no SMA-
PE (31,3%), além de redugoes relevantes no MAE (14,4%) e no RMSE (7,8%). Esses ganhos
confirmam o potencial da combinagdo para promover robustez e estabilidade as previsoes, di-
luindo erros especificos de modelos individuais.

Ao compararmos o desempenho da combinagdo com os melhores modelos estatisticos,

verificamos que a combinagdo supera os estatisticos apenas no SMAPE, e por pequena mar-

19 Nota: A coluna reducdo do erro mostra a melhoria percentual da combinagdo de previsdes em relacdo ao
benchmark para cada métrica.
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gem. Nas demais métricas, os modelos estatisticos mantém desempenho superior, o que reflete
a forte aderéncia ao padrdo das séries avaliadas. Portanto, embora a combinag@o de previsdes
seja recomendada como estratégia de robustez, especialmente em cenarios de elevada heteroge-
neidade, sua eficacia pode ser limitada quando uma familia de modelos ja se mostra claramente
dominante. Ainda assim, a combinagao agrega valor ao evitar dependéncia de um inico modelo
e ao aumentar a resiliéncia do sistema preditivo frente a cendrios incertos.

Nossos resultados também sugerem que esse padrao observado, com modelos estatisti-
cos se destacando em horizontes longos, redes neurais em horizontes curtos e a combinagao
apresentando desempenho mais estavel, reflete ndo apenas a heterogeneidade das séries, mas
também o papel da memoria e do viés indutivo embutidos nas técnicas classicas de estimagao.
Modelos estatisticos tendem a errar de forma mais parcimoniosa, 0 que preserva sua vantagem
em horizontes longos. Ja4 a combinacdo funciona como mecanismo de diversificagdo, equili-
brando viés e variancia: raramente lidera em desempenho absoluto, mas ¢ raramente a pior
opcdo, assegurando previsdes consistentes mesmo diante de choques.

A Figura 3 apresenta a combinacao de previsdes para as 24 despesas primdrias em termos
reais (milhdes de R$) para o horizonte de 30 meses, incluindo os intervalos de confianca de

80% e 95%, além dos valores realizados.
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Figura 3 — Combinagdo de previsdes (horizonte = 30 meses)*
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20 Nota: Linha vermelha: realizado; linha preta: previsto; area azul: IC 95%; e area vermelha: IC 80%.
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Para avaliarmos a robustez dos resultados em diferentes configuracdes, realizamos um
teste alternativo reduzindo o horizonte de previsdo. Estendemos o conjunto de treino até de-
zembro de 2023 e realizamos previsdes para o periodo de janeiro de 2024 a junho de 2025,
totalizando 18 meses (em vez dos 30 meses do cenario principal).

A Tabela 15 apresenta as métricas de erro para cada classe de modelo avaliada no novo
horizonte de previsdo. Os valores referem-se ao desempenho médio das melhores previsoes

para cada linha de despesa.

Tabela 15 — Desempenho dos modelos no teste de robustez (horizonte de 18 meses)?!

hétrica Boelive Estatistico ML DL Enseinbils
MAE 250 RS 1. 738 1.786.51 138 7 LAY A%

3 =10 UHT.EN A4S e 3R 20T, 14 1T B2 4T 12 9. MGG B2 46Ds5TE
FENESE a.171.17 2 FHLTS AT TT 2110 ®. 140,12
MAFE 340 4= ¥EIA1 b ! e LRI 5 21443
=MANE i TR Uy =2 5,01 1568 21,55
MASE |72 135 1,52 1,14 1,25
M5ESE L. 1,38 02 1.51 134
RAISEE 1.2 (2,5 111 (IR a3

A Tabela 16 apresenta a reducao percentual dos erros de cada modelo em relagdo ao ba-

seline.

Tabela 16 — Redugao percentual dos erros em relagdo ao baseline (teste de robustez)*

Mleirica Estadistico AL DL Enseanlide
MAE 15,76% 1296% 32.32% 26055
MSE b0 6 ¥ 5T 52 4% B A5
RASE 24 A0 p o M A [ A%
MAPE TR A6W M EEE AR MR b=
ShAPE B2 3 M% H% 0.19%
MASE ol ls b 1LGFS 3L 2T A5
MSSE 49265 1o.94%  A338% TR
RASSE o5 7e 13,2856 25 44% A

Os resultados do teste de robustez reforcam a superioridade dos modelos avancados (es-
tatisticos, ML, DL e ensemble) em relagdo ao baseline simples, mesmo quando reduzimos o
horizonte de previsdo de 30 para 18 meses. Observamos que todos os modelos mantém desem-
penho superior, com destaque para os de Deep Learning e ensemble, que apresentam as maiores

reducdes relativas de erro em praticamente todas as métricas analisadas. Os modelos estatisti-

21 Nota: Resultados para o conjunto de teste de janeiro de 2024 a junho de 2025.
22 Nota: Célculo: 1 - (erro do modelo / erro baseline).
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cos e de ML preservam consisténcia e robustez, enquanto a combinagdo de previsdes mostra-se
especialmente eficaz na redu¢do de MSE, MSSE e RMSSE. Notamos ainda que os ganhos do
DL em relagdo ao baseline sdo notaveis, sugerindo melhor adaptacdo a choques recentes ou
mudangas de padrao.

Também observamos que, em horizontes mais curtos, os ganhos dos modelos sofisticados
sobre o benchmark tendem a ser mais expressivos em métricas absolutas, embora as diferengas
entre as classes (estatisticos, ML, DL, ensemble) fiquem menos acentuadas. Isso indica que,
em cenarios de maior previsibilidade, as vantagens relativas dos métodos avancados persistem,
mas o benchmark também se beneficia de menor incerteza.

Em sintese, os resultados confirmam que o uso criterioso de modelos estatisticos, de Ma-
chine Learning, Deep Learning ¢ de suas combinagdes representa uma estratégia promissora
para aprimorarmos a previsdo fiscal brasileira, desde que respeitemos as especificidades do
contexto, as limitacdes dos dados e as exigéncias de validagdo robusta. Os métodos classicos
continuam altamente competitivos, mas a combinacdo de paradigmas garante maior resiliéncia
frente a incerteza e a heterogeneidade inerentes a gestdo orgamentaria publica.

A Figura 4 apresenta a combinacao de previsdes para as 24 despesas primarias em termos
reais (milhdes de R$) para o horizonte de 18 meses, incluindo os intervalos de confianca de

80% e 95%, além dos valores realizados.
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Figura 4 — Combinagdo de previsdes (horizonte = 18 meses)*
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5. DISCUSSAO

Os resultados obtidos neste estudo reafirmam a complexidade da previsdo de despesas
publicas em contextos marcados por elevada incerteza, mudangas de regime ¢ choques exo-
genos relevantes, como a pandemia de Covid-19 e a transicao de governo federal ocorrida em
2023. Esses eventos impactam tanto o comportamento das séries histéricas quanto a eficacia
dos diferentes paradigmas de modelagem testados.

Constatamos que os modelos estatisticos classicos superam, de forma consistente, as al-
ternativas de Machine Learning ¢ Deep Learning no horizonte de 30 meses. Isso evidencia que
métodos bem calibrados e adaptados a estrutura dos dados mantém desempenho robusto mes-
mo em cendrios de elevada volatilidade e tamanho amostral reduzido. Esse resultado pode estar
associado a maior capacidade dos modelos estatisticos de capturar padrdes sazonais e tendén-
cias estruturais persistentes, além de seu menor risco de sobreajuste em séries curtas e ruidosas.

Por outro lado, quando reduzimos o horizonte de previsdo para 18 meses, concentrando
a analise em um periodo mais recente e posterior ao choque da pandemia, observamos rever-
sdo parcial dessa tendéncia. Nessa configura¢do, os modelos de Deep Learning apresentam
desempenho superior em varias métricas relevantes, enquanto os estatisticos mantém robustez,
mas sem a mesma vantagem observada em horizontes mais longos. Esse resultado confirma o
potencial do Deep Learning para capturar padroes complexos e dinamicos em séries mais cur-
tas, desde que o contexto de previsdo seja menos afetado por choques atipicos e as arquiteturas
sejam ajustadas de forma adequada aos dados disponiveis.

A analise comparativa mostra que modelos de Machine Learning, embora competitivos
no conjunto de treino, tendem a perder desempenho fora da amostra, especialmente diante de
eventos extremos ou mudangas bruscas no regime fiscal. Essa limitagao ressalta o desafio de ge-
neralizagdo dessas abordagens em ambientes heterogéneos e volateis, refor¢cando a necessidade
de validagdo rigorosa e de selecdo criteriosa de hiperparametros.

A variacdo dos resultados conforme o horizonte ¢ a janela histdrica confirmam que o de-
sempenho relativo de cada classe de modelos depende fortemente do contexto institucional, da
presenga de choques estruturais e do volume de dados disponiveis para ajuste. A pandemia de
Covid-19, ao gerar descontinuidades e saltos nas séries de despesa, ¢ a mudanca de governo,
ao alterar prioridades e dindmicas das politicas publicas, aumentam a incerteza e dificultam a
modelagem de tendéncias, exigindo maior adaptabilidade dos métodos preditivos.

Diante desse cendrio, verificamos que a estratégia de combinacdo de previsdes se mos-34
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tra particularmente relevante. Como sugerem Hyndman et al. (2025), a combinacdo permite
balancear as limitacdes e vantagens especificas de cada abordagem, promovendo previsdes
mais estaveis, resilientes a choques e menos suscetiveis a vieses de modelagem. Embora, nes-
te estudo, o ensemble ndo supere de forma consistente o0 melhor modelo individual em quase
nenhum horizonte de previsao (com exce¢do do SMAPE no horizonte de 30 meses e do MSE,
MSSE e RMSSE no horizonte de 18 meses), constatamos que seu desempenho equilibrado em
diferentes configuragdes e janelas temporais indica que a diversificagdo metodologica constitui
resposta prudente a incerteza fiscal.

Concluimos, portanto, que nao ha solug¢do unica ou universal para previsdo de despesas
publicas em ambientes sujeitos a mudangas frequentes e choques relevantes. A escolha do pa-
radigma 6timo deve considerar ndo apenas o desempenho absoluto em métricas tradicionais,
mas também a robustez em cenarios de instabilidade, a capacidade de adapta¢do a mudancas de
padrdo e a viabilidade de implementag@o pratica em ambientes institucionais. A integragdo de
métodos, associada a processos de valida¢do continua, configura-se como a principal recomen-
dagdo para gestores e pesquisadores que buscam aprimorar a qualidade das previsdes fiscais no
Brasil.

Adicionalmente, reconhecemos algumas limitagdes que merecem registro. A principal
refere-se a disponibilidade e a granularidade das séries de despesa publica: embora tenhamos
trabalhado com dados mensais desagregados por categoria, a auséncia de informagdes mais de-
talhadas sobre programas e subfun¢des, bem como a indisponibilidade de séries historicas mais
longas, pode ter restringido o potencial de ajuste de alguns modelos, especialmente os mais in-
tensivos em dados. Também ndo incorporamos varidveis explicativas, dados de alta frequéncia
ou indicadores antecedentes que poderiam enriquecer a modelagem. Essas limitagdes abrem
espaco para pesquisas futuras. Investigagdes subsequentes podem explorar a incorporagdo de
variaveis exogenas macroeconomicas e setoriais, a utilizacao de bases de dados administrativas
de maior frequéncia e granularidade, e a integracdo de modelos estruturais e semiestruturais
com técnicas de Machine Learning e Deep Learning em configuragdes hibridas.

Do ponto de vista de politicas publicas, nossos achados sugerem que a diversificacao
metodologica, com uso combinado de abordagens estatisticas, de Machine Learning e de Deep
Learning, aumenta a resiliéncia das previsoes fiscais diante de choques e mudancas de regime.
A adogao de processos de validacdo continua e de sele¢do dinamica de modelos contribui para

reduzir vieses, melhorar a transparéncia e fortalecer a credibilidade das contas publicas.
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6. CONCLUSAO

Os resultados deste estudo evidenciam que o desempenho relativo dos diferentes paradig-
mas de modelagem preditiva € sensivel ao horizonte de previsdo e a ocorréncia de choques e
mudangas institucionais relevantes, como a pandemia de Covid-19 e as alteragdes na condugao
da politica fiscal. Observamos que, em horizontes de previsao mais curtos e em periodos mais
recentes, os modelos de Deep Learning ganham destaque, enquanto os modelos estatisticos tra-
dicionais permanecem superiores em contextos mais amplos € com maior variabilidade histori-
ca. Essa variabilidade de desempenho refor¢a a importancia da adogao de técnicas de combina-
¢do de previsdes, que promovem maior robustez e equilibrio, reduzem o risco de dependéncia
de um nico modelo e aumentam a resiliéncia das proje¢des fiscais frente a diferentes cenarios.

Concluimos que a escolha da abordagem preditiva mais adequada deve considerar as
caracteristicas do problema, o contexto temporal e a possibilidade de eventos disruptivos. Inde-
pendentemente do cendrio, constatamos que os modelos avangados de previsao sdo ferramentas
valiosas para lidar com a incerteza inerente a previsao de despesas publicas, oferecendo previ-
sOes confidveis para subsidiar o planejamento da politica fiscal. Sugerimos que pesquisas futu-
ras explorem variaveis exdgenas e modelos estruturais ou semiestruturais, de modo a ampliar a

acuracia, a robustez e a interpretabilidade dos modelos preditivos.
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