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ABSTRACT

This study aims to measure the elasticity of pension revenues from the General Social Security 
Regime (RGPS) in relation to the Gross Domestic Product (GDP) in Brazil, considering monthly 
data from January 1997 to July 2023. Based on a rigorous analysis of stationarity, co-integration 
and temporal causality, considering the presence of structural breaks, the results obtained from 
the estimation of an autoregressive vector model with an error correction mechanism (VECM) 
indicate that social security revenues are elastic in relation to GDP in the long term.
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1. INTRODUCTION

The search for social security sustainability is a challenge that has been faced by several 

countries, including Brazil. It is a complex discussion involving economic, social, legal and po-

litical aspects. In Brazil, social security can be classified into three distinct regimes: the General 

Social Security Regime (RGPS), the Private Social Security Regime (RPPS) and the Comple-

mentary Social Security Regimes (RPC). Among the public schemes, the RGPS is the one that 

covers the majority of Brazilian workers, while the RPPS are the schemes for civil servants and 

the military. RPCs are private schemes offered by companies and financial institutions.

The RGPS is a simple pay-as-you-go system, in which benefits are paid out of the contri-

butions of active workers. This means that workers who are currently contributing are paying 

for the benefits of pensioners. However, the RGPS has been showing financial deficits due to 

various factors. On the expenditure side we have factors such as the increase in life expectancy 

concomitant with the reduction in the birth rate. On the revenue side, we have factors such as 

historical fluctuations in the level of employment, formality in the labor market and economic 

growth.

Some social, economic and political groups have high hopes that continued national eco-

nomic growth will partially or fully eliminate the growing deficit projections for the RGPS. 

In this context, understanding the empirical essence of social security collection is crucial for 

planning public policies, anchoring expectations and referencing fiscal projections about the 

future of Brazilian social security. 

One way of analyzing how feasible the expectations of economic growth are for the 

sustainability of the RGPS is to measure the elasticity between the two. Elasticity shows the 

economic relationship between two variables. In other words, it quantifies these relationships 

and looks at the impact that one variable can have on the other. Given the importance of unders-

tanding how the level of economic activity affects social security collection, this study seeks 

to answer the following question: what is the elasticity of RGPS social security collection in 

relation to GDP?  In this way, we can understand how much a variation in GDP affects social 

security collection for the RGPS.

 The elasticity of social security collection in relation to Gross Domestic Product (GDP), 

also known as the income elasticity of social security collection, is a measure that assesses how 

social security collection in Brazil varies in response to changes in GDP. This measure is useful 

for understanding the sensitivity of social security collection in relation to the level of economic 
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activity. When measuring the elasticity between two variables, the proportional variation of one 

in relation to the other over a period is calculated. Thus, as a certain percentage change in GDP 

occurs, social security collection can vary by a smaller, equal or greater proportion. This study 

will therefore address the following research hypotheses.

 The first hypothesis is based on the argument that social security revenues are elastic 

in relation to GDP. An elasticity greater than 1 would indicate that social security revenues are 

elastic in relation to GDP, which means that social security revenues grow at a proportionally 

higher rate than GDP. The second hypothesis is based on the argument that social security re-

venues are inelastic in relation to GDP. An elasticity of less than 1 would indicate inelasticity, 

suggesting that social security revenues grow at a proportionally lower rate than GDP. Finally, 

a third hypothesis is based on the argument that social security revenues have unitary elasticity 

in relation to GDP. Under this argument, social security revenues grow at a rate proportionally 

equal to GDP. 

The general objective of this study is to analyze the relationship between social security 

revenues and the level of economic activity by estimating the elasticity of RGPS social security 

revenues in relation to GDP. Elasticity studies are important for understanding market structu-

res and their effects on economic agents. Elasticities can be used to assess the impact of price 

changes on consumer and producer surplus, as well as for government planning. Calculating 

the elasticity of social security revenues in relation to GDP is essential for understanding the 

empirical essence of social security revenues, formulating public policies, anchoring expecta-

tions and referencing fiscal projections about the future of Brazilian social security. The specific 

objectives are: (i) to consolidate official GDP and RGPS collection data as of July 2023; (ii) 

to verify the stationarity of the seasonally adjusted time series; (iii) if the time series analyzed 

show stationarity properties in first differences, then the cointegration between the time series 

should be evaluated in order to avoid the problem of spurious regression; (iv) use the vector 

autoregressive model approach with an error correction mechanism to measure the elasticity of 

RGPS social security collection in relation to GDP .

This study is delimited as follows. Firstly, the elasticity of social security collection in 

relation to GDP can be influenced by various factors, including demographic changes, social se-

curity policies, contribution rates, employment levels and other economic and social variables. 

However, in this study the focus will be on analyzing the sensitivity of social security collection 

in relation to the level of economic activity. Secondly, this study did not look at the revenues of 

the federal entities' RPPS or the RPCs of any institution. 
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Studies on social security are important because they make it possible to understand how 

it works and to identify its strengths and weaknesses. This is essential for developing public 

policies that contribute to improving the system. They also analyze the effectiveness of the sys-

tem by checking whether it is fulfilling its social protection objectives and meeting the needs 

of the population. They also identify challenges and opportunities and help develop strategies 

for the future of social security. Considering the economic contingencies faced by the social 

security sector in Brazil, analyzing the elasticity of social security collection in relation to GDP 

is extremely important for understanding the impact of macroeconomic factors on the social 

security sector and vice versa. 

  

2. THEORETICAL FRAMEWORK

The elasticity of social security collection in relation to Gross Domestic Product (GDP) 

is a measure that expresses the sensitivity or responsiveness of social security collection to 

changes in GDP. In other words, the income elasticity of social security collection measures the 

sensitivity of social security collection to changes in GDP. In mathematical terms, this elasticity 

is defined as the ratio between the percentage change in social security collection and the per-

centage change in GDP. In other words, it indicates how much social security collection varies 

in response to a percentage change in GDP. The general formula for calculating this elasticity 

is given by:

(1)

If the elasticity is greater than 1 PIBRP>1this indicates that social security collection 

is elastic in relation to GDP, i.e. it varies by a greater proportion than the percentage change 

in GDP. If the elasticity is less than 1 PIBRP<1then social security collection is inelastic in 

relation to GDP, indicating that it varies to a lesser extent than the percentage change in GDP. 

Finally, if the elasticity is equal to one PIBRP=1i.e. unitary elasticity, this means that social 

security collection varies in a proportion equal to the percentage change in GDP.

The elasticity of social security collection in relation to GDP can be influenced by various 

factors, such as changes in the demographic structure of the population, the employment rate, 

wages, social security policies, among others. For example, if the population ages, the demand 

for social security benefits may increase, affecting the elasticity of social security collection in 
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relation to GDP. It is important to note that elasticity can vary over time and in different econo-

mic contexts. 

In recent studies on social security systems, experts have emphasized the importance of 

dynamic adjustments in social security policies to deal with constantly evolving demographic 

and economic challenges (AFONSO, CARVALHO; 2021). In addition, they also highlight the 

importance of the parameter of sensitivity of tax collection to GDP for analyzing the effects 

of fiscal policy on the economic cycle (BLANCHARD and PEROTTI, 2020). Studies such as 

these highlight the need for an adaptive approach to ensure the effectiveness and sustainability 

of the RGPS in the current Brazilian context. 

Marquezini (2018) presents an empirical analysis of the elasticities of Brazil's Gross Do-

mestic Product (GDP) and social security collection, using the Engle-Granger cointegration 

methodology. The results show that variations in GDP have a significant effect on social secu-

rity collection, with a short-term elasticity of 0.8 and a long-term elasticity of 1.2. In addition, 

changes in the composition of GDP, such as the fall in the share of industry and the increase 

in the services sector, affected the long-term elasticities. The Engle-Granger cointegration me-

thodology proved useful for analyzing the relationship between variables and can be applied in 

other economic analyses.

Casalecchi and Barros (2018) prepared Technical Note No. 19 of the Independent Fis-

cal Institute (IFI). The aim was to analyze the sensitivity of government revenue to economic 

growth, using data from 1997 to 2019. The methodology used was estimation by cointegration 

and error correction methods, which made it possible to identify a drop in the elasticity of reve-

nue in relation to GDP from 2008 onwards. In addition, the results show that the sensitivity of 

tax revenues to economic growth is relatively high, with coefficients between 1.1 and 1.3. The 

conclusion is that the fall in revenue elasticity poses notable challenges for the speed of the fis-

cal consolidation process and that many refinements to the analysis are possible and desirable.

 Casalecchi and Bacciotti (2021 ) signed the IFI's Technical Note No. 16. The aim of this 

note is to update estimates of the variation in public revenue in response to variations in GDP. 

The methodology used was cointegration analysis and error correction, based on quarterly data 

from 2000 to 2020. The long-term elasticity found for RGPS revenues was 1.06. This is the 

highest among the measures analyzed. This means that RGPS revenues are more sensitive to 

variations in GDP than the other revenue measures analyzed in the study. One hypothesis for 

this behaviour is that GDP growth may be accompanied by a more intense increase in the for-

malization rate in the labour market.
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 In 2020, the Secretariat for Economic Policy (SPE) published a study entitled Long-

-Term Income Elasticity of Gross Federal Tax Collection. It aimed to calculate the long-term 

income elasticity of taxes, individually and grouped, for 23 taxes. By estimating autoregressive 

and distributed lag (ARDL) models, the results obtained showed that the long-term income 

elasticity found for social security revenues was 1.14 for the period from May 2019 to August 

2020, which included these revenues among the taxes that prove to be most sensitive to the 

level of economic activity.

 This study contributes to the literature on the subject by carrying out a rigorous proce-

dure to identify the order of stationarity and co-integration of the series analyzed, even taking 

into account the presence of structural breaks. 

3. METHODOLOGY

3.1 Stationarity Analysis 

The modified Dickey-Fuller (ADFGLS) and Phillips-Perron MZGLS  The modified Dicke-

y-Fuller and Phillips-Perron tests proposed by Elliot, Rottemberg and Stock (1996) and Ng and 

Perron (2001) are used to verify the stationarity of time series. These tests overcome the pro-

blems of low statistical power and size distortions of the traditional tests of Dickey and Fuller 

(1979, 1981), Said and Dickey (1984) and Phillips and Perron (1988). The modifications to the 

standard unit root test of Dickey and Fuller (1979, 1981) and Said and Dickey (1984) are based 

on two central aspects: the extraction of trend in time series using ordinary least squares (OLS) 

is inefficient and the importance of an appropriate selection for the lag order of the augmented 

term in order to obtain a better approximation to the true data generating process. 

In the first case, Elliot, Rottemberg and Stock (1996) propose using generalized least 

squares (GLS) to extract the stochastic trend of the series. The standard procedure for estima-

ting the  ADFGLS is used to test the null hypothesis of the presence of a unit root against the alter-

native hypothesis that the series is stationary. With regard to the second aspect, Ng and Perron 

(2001) show that the Akaike (AIC) and Schwarz (SIC) information criteria tend to select low 

values for the lag when there is a large negative root (close to -1) in the moving average poly-

nomial of the series. This generates distortions and prompted the development of the modified 

Akaike information criterion (MAIC) for selecting the autoregressive lag, in order to minimize 

the distortions caused by inadequate lag selection. 
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Ng and Perron (2001) propose that the same modifications should also be applied to the 

traditional Phillips and Perron (1988) test, giving rise to the following test   ZGLS. By means 

of simulations, Ng and Perron (2001) show that the joint application of GLS to extract the de-

terministic trend and the MAIC lag selection criterion produces tests with greater power, but 

smaller distortions of statistical size when compared to the traditional ADF and PP tests. The 

critical values of the ADFGLS e   ZGLS statistics are reported in Ng and Perron (2001).

However, even the modified ADFGLS e   ZGLS have low power in the presence of structu-

ral breaks, becoming biased in the sense of not rejecting the null hypothesis of a unit root, even 

when the series is stationary. The pioneering work of Perron (1989) illustrates the importance 

of including a structural break in traditional unit root tests. Three structural break models were 

considered. Model A, which is known as the crash model, allows for a one-period change in le-

vel. Model B, which allows for a break in the trend of the time series. Model C, which is known 

as the changing growth path, includes a one-period change in both level and trend. 

Later research adopted an endogenous procedure to determine the breakpoint from the 

data. In this context, Vogelsang and Perron (1998) developed a unit root test with endogenous 

breakpoint estimation, based on Perron's (1989) A, B and C models and the Innovation Outlier 

(IO) and Additive Outlier (AO) methods. The AO model allows for a sudden change in the ave-

rage (crash model), while the IO model allows for more gradual changes. Thus, the two models 

are used to check the stationarity hypothesis: break in the intercept, break in the intercept and 

trend, both at level and first difference. 

In turn, Saikkonen and Lütkepohl (2002) and Lanne, Saikkonen and Lütkepohl (2002, 

2003) propose that structural breaks can occur over a number of periods and expose a smooth 

transition to a new level.  Therefore, a level shift function is added to the deterministic term of 

the data generating process. The deterministic terms are extracted by generalized least squares 

(GLS) and then an ADF test is applied to the fitted series. Critical values for the test are tabula-

ted by Lanne, Saikkonen and Lütkepohl (2002).

 

3.2 Co-integration Analysis 

The co-integration analysis of the series analyzed in this study will be based on the im-

plementation of three different tests. Firstly, the Engle-Granger test and the augmented En-

gle-Granger test (ENGLE; GRANGER, 1987) is a three-step procedure carried out for just a 

single econometric equation: (i) unit root tests are applied to the time series individually in a 
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bivariate system (i.e. a system with just two variables), to check whether they are really I(1); 

(ii) if the variables are I(1), the equilibrium equation is estimated via ordinary least squares at 

level. When estimating the long-term relationship, obtain the residual term t  (iii) at the end, 

the Dickey-Fuller test or augmented Dickey-Fuller test is applied to the residuals of the equili-

brium equation estimated via MQO at level. If the null hypothesis of a unit root of the residuals 

is not rejected, the variables are not co-integrated. On the other hand, if this null hypothesis 

is rejected, the series of residuals is stationary in level - I(0) - implying that the variables are 

co-integrated, because the residuals are stationary. Therefore, perform the unit root test on the 

estimated residuals using the ADF procedure:

(1)

Failure to reject H
0
:α=0 implies that the residuals have a unit root, so the variables do not 

co-integrate. If the null hypothesis is rejected, these residuals can be used to estimate the error 

correction model. 

 The Engle-Granger test and the augmented Engle-Granger test are applied as follows. 

First, a static econometric regression is estimated and the residual error terms are obtained. 

Then the Dickey-Fuller unit root test is applied to the time series of the residual error term. 

However, a word of caution is in order. As the t   estimates are based on the estimated co-inte-

grating parameter 2  the critical significance values of DF and ADF are not appropriate. Engle 

and Granger (1987) calculated these critical values.  For this reason, the DF and ADF tests in 

this context are known as the Engle-Granger test or the augmented Engle-Granger test. Another 

alternative is to use the MacKinnon procedure (1991) apud Bueno (2011, p. 246-247), as it 

covers all sample sizes, and the table depends on the number of observations and endogenous 

variables, as well as the existence or not of a constant and linear trend. 

The limitation of the Engle-Granger test is clear: the true model must have only one 

co-integrating relationship (SANTOS, 2017, p. 184). In view of this, two other econometric 

approaches are used to analyze the co-integration relationship between the series analyzed, but 

this time using a multivariate approach.

Secondly, according to Enders (2015, p. 378), the Johansen Cointegration Test is a multi-

variate generalization of the Dickey-Fuller test.  Consider the following model:

(2)
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where π=-I-i=1pAi, i=-j=i+1pAj; xt-1      are vectors (n x 1); π is defined as (A
1
-I), where 

A
1
 is a parameter matrix (n x n) and I is an identity matrix (n x n);  and p is the number of lags.

 The rank of (A
1
-I) equals the number of co-integrating vectors. If (A

1
-I) consists of 

zeros, i.e. the rank of π is zero, this means that all sequences {x
it
} are unit root processes, in 

other words, I(1) processes.  Since there is no linear combination of the processes {x
it
} which is 

stationary, the variables are not co-integrated. 

 Co-integration is determined by the rank of the matrix which is equal to the number of 

independent co-integrating vectors, posto(π)=r.  If posto(π)=0, the matrix is null and equation 

(10) represents a VAR model in first differences. If posto(π)=r=n,  the VAR is stationary. If 

posto(π)=1, there is a single co-integrating vector and the expression πx
t-1

 is the error correc-

tion term. For other cases where 1<posto(π)=r<n, there are multiple co-integrating vectors. It 

is known that the number of distinct co-integrating vectors can be obtained by checking the 

significance of the characteristic roots of π. To test the significance of the characteristic roots, 

the following procedure should be followed: (i) obtain the matrix π, calculate its n characteristic 

roots, |π-λI| = 0, and order them in such a way that λ
1
>λ

2
>...>λ

n
.

 The Johansen Co-integration Test (JOHANSEN; JUSELIUS, 1990; JOHANSEN, 1995) 

includes two ways of obtaining the eigenvalues, which are called the Trace Test and the Maxi-

mum Eigenvalue Test, whose statistics are described below:

(3)

(4)

where   i=  the estimated values of the characteristic roots (the eigenvalues) obtained from 

the estimated matrix  matrix, arranged in descending order: 1>2>…>k         . The basic rule is 

that large values of the test statistic lead to rejection of the null hypothesis. T = the number of 

usable observations.  When the appropriate values of r are clear, these statistics are simply 

referred to as λ
traço

 e λ
max

.

 In the Trace Test, the null hypothesis of the existence of r* cointegrating vectors (r = 

r*), is tested against the alternative hypothesis that r > r* cointegrating vectors. When there is 

no cointegration, the eigenvalues found will be close to zero, indicating the non-stationarity and 

instability of the matrix π, The null hypothesis cannot be rejected. There is evidence of more 

than one cointegration vector when the null hypothesis tha r = r* is rejected. In other words, 

this first statistic tests the null hypothesis that the number of distinct co-integrating vectors 

is less than or equal to r (H
0
:posto(π)≤r)  against the general alternative hypothesis (H

a
:pos-
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to(π)>r). 

 The second way of obtaining the eigenvalues of π is through the Maximum Eigenvalue 

Test, in which the null hypothesis implies the existence of r = r* cointegrating vectors, against 

the alternative hypothesis that r* + 1 = r cointegrating vectors. The main function of the Ma-

ximum Eigenvalue Test is to verify the maximum significant eigenvalue that a cointegration 

vector produces. As with the Trace Test, when the null hypothesis is rejected, the interpretation 

is that there is more than one cointegration vector. Therefore, the second statistic tests the null 

hypothesis that the number of co-integrating vectors is r  (H
0
:posto(π)=r) against the alternative 

hypothesis of (r + 1) co-integrating vectors (H
a
:posto(π)=r+1). 

 The critical values of λ
traço

 and λ
max

 are obtained using the Monte Carlo approach. In 

short, the importance of the Cointegration Test for the time series model is to determine whe-

ther or not there is long-term equilibrium between the chosen variables, so that the econometric 

model can then be chosen to achieve the general and specific objectives of this study. 

Thirdly, Johansen et al. (2000) demonstrate how traditional cointegration analysis can 

be used to identify possible types of structural breaks. The author proposed a generalization of 

Perron's (1989) trend-intercept break model, model C, in the context of multivariate time series. 

The author shows how traditional cointegration analysis can be used to identify some types of 

structural break, although there are some conceptual differences such as the need to generate a 

new table of asymptotic results. It is shown that using this theoretical apparatus it is possible 

to identify and test changes in the trend present in the cointegration vectors. However, in order 

to use this type of traditional analysis, according to the author, it is necessary to exclude obser-

vations after the (previously known) break, using impulse dummies. The number of dummies 

corresponds to the number of lags in the system and the inclusion of these dummies implies a 

reduction in the sample.

3.3 Multivariate Analysis 

The Vector Autoregressive Model with Error Correction Mechanism (VECM) corrects 

the problem of omitting relevant variables that arises when using the Vector Autoregressive 

Model (VAR) with variables in first differences, although it does incur the problem of omitting 

relevant lags by imposing the same number of lags for all the variables in the system being 

modeled. In short, the VECM model is a re-parameterization of the VAR model. 

The VECM is expressed by equation (10), where π=αβ’. The speed of the adjustment 
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parameters is given by the term α = α
1
, α

2
,…, α

n
, which represents a matrix with r adjustment 

vectors (i.e. the elements of  are adjustment coefficients). The co-integrating vector is given by 

β=1, β
2
, β

3
,…, β

n
’, i.e, β is a matrix with r co-integration vectors (i.e. the columns of β  form the 

co-integration space). Therefore, in equation (10), ∆x
t
  is explained by the short-term factors    

i=1p-1ixt   ,as well as by the long-term relationship between the coordinates of the vector of en-

dogenous variables πx
t-1

. Furthermore, since x
t
~CI(1,1), then x

t
 has a representation in the form 

of a VECM. This is the Granger Representation Theorem, which states that it is always possible 

to associate error correction to the VAR in the presence of co-integration.

 The main advantage of writing the system of equations using the VECM model is that 

it incorporates both short- and long-term information. Another advantage of working with co-

-integrated variables is the possibility of estimating the long-term elasticities between them. 

Specifically, in the co-integrating equation, as the vector is normalized, the first coefficient will 

always be equal to 1. The other coefficients represent the elasticity of these variables in relation 

to the first, remembering that the negative sign indicates a positive elasticity. 

In addition, the estimation of a VECM model allows three additional techniques to be 

explored. Firstly, the concept of Granger causality is associated with the idea of temporal pre-

cedence between variables. Thus, if y
t
  contains past information that helps predict x

t
, and if this 

information is not contained in other series used in the model, then y
t
 Granger-cause x

t
 (Granger, 

1969). The Granger causality of the variable x
t
 to the variable y

t
 is assessed by testing the null 

hypothesis that the coefficients of the variable x
t
 in all its lags are simultaneously statistically 

equal to zero in the equation in which y
t
 is the dependent variable. If the null hypothesis is re-

jected, it is concluded that the variable x
t
 variable Granger-causes the y

t
. Consider the following 

bivariate VECM with one lag:

(5)

(6)

In an Error Correction Mechanism (ECM)       yt-1-βxt-1⏞t-1   , If one of the adjustment 

speeds (alphas) is zero, there will be two cases. Firstly, if α
y
=0, then the dynamic behavior of  

y
t
  is not affected by the deviation from equilibrium in the previous period (i.e. the ECM), and 

y
t
  is said to be weakly exogenous. Secondly, if α

x
=0, then the dynamic behavior of x

t
 is not af-

fected by the deviation from equilibrium in the previous period (i.e. the MCE), and x
t
 is weakly 
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exogenous.

In an Error Correction Model, Granger causality needs to be reinterpreted. For example, 

in equation (6), note that y
t
 does not Granger-Cause x

t
 if: (i) the lagged values of ∆y

t
 do not 

enter the equation for ∆x
t
, i.e,    y=0       and x

t
 does not respond to deviations from the previous 

equilibrium (α
x
=0), i.e, x

t
 is weakly exogenous. Remember the Granger Representation Theo-

rem here.

Secondly, the generalized impulse-response function (FIRG) is used. It should be noted 

that the main argument for this procedure is that the generalized impulse-response does not 

vary if there is a reordering of variables in the VAR. Pesaran and Shin (1998) developed the 

generalized impulse-response function as a way of eliminating the problem of variable ordering 

in the VAR model. There are two potential advantages in applying this method (Ewing, 2003): 

(i) the generalized impulse-response function provides more robust results than the orthogona-

lized method, and (ii) because orthogonality is not imposed, the generalized impulse-response 

function allows for a more accurate interpretation of the response of the initial impact resulting 

from each shock caused by one variable on the others. 

In general terms, it should be noted that in a VECM model, the impulse-response func-

tions tend to cancel out over time, i.e. this means that the endogenous variables tend towards 

a long-term equilibrium path. Contrary to what would happen in a VAR model, in which the 

variables were not stationary in level, but in first differences, in the VECM model the shocks 

would not have permanent effects. Therefore, if the VECM model is used, the impulse-response 

functions can be analyzed as a succession of consequences or responses on a given variable, 

caused by deviations from its initial equilibrium in relation to another variable.

Thirdly, variance decomposition analysis (VDA) is a tool used to describe the dynamics 

of the system in the VAR approach. Using this method, it is possible to identify the proportion 

of a variable's total variation due to each individual shock in the model's k component varia-

bles. It should be noted that the ADV provides information on the relative importance of each 

innovation on the system's variables (ENDERS, 2015, p. 302). Variance decomposition is a tool 

used to show the variance of the forecast error that results specifically from each endogenous 

variable in a given period. Thus, through this analysis, it is possible to observe, in percentage 

terms, how a given variable behaves when it suffers an unanticipated shock from the other va-

riables belonging to the same system of equations (MARGARIDO, 2000).

4. DESCRIPTION OF VARIABLES AND DATA TREATMENT
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This study used monthly data on Brazil's Gross Domestic Product (GDP) and net revenue 

for the General Social Security System (RGPS), covering the period from January 1997 to July 

2023.  

Graph 1: GDP as of July 2023 and seasonally adjusted GDP (GDP.d11).

R$ in millions of reais. Period from 01/1997 to 07/2023. 

Source: Prepared by the author based on data from the Central Bank of Brazil.

Graph 2: Social Security Collection at July/2023 values and seasonally adjusted.

R$ in millions of reais. Period from 01/1997 to 07/2023. 

Source: Prepared by the author based on data from the National Treasury Secretariat.

The time series of the monthly GDP estimate was extracted from the Time Series Mana-

gement System (SGS), managed by the Central Bank of Brazil (BC), and was obtained from 

the official GDP data, at quarterly and annual frequencies, published by the Brazilian Institute 

of Geography and Statistics (IBGE).

The data on net revenue for the RGPS was taken from the National Treasury Results Bul-
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letin (RTN) for July 2023. This is prepared and published by the National Treasury Secretariat 

(STN), an agency of the Ministry of Finance. 

Both time series were converted into real terms using the IPCA historical series and then 

converted into natural logarithm terms so that the estimated coefficients can be interpreted as 

elasticities. 

The data was seasonally adjusted using the Census X-13 method. This is a seasonal ad-

justment algorithm developed by the US Bureau of the Census. It is used to adjust time series of 

economic, demographic and other data to remove seasonality and reveal underlying trends. It is 

based on the ARIMA (Autoregressive Integrated Moving Average) model, which is a statistical 

model that describes the relationship between the values of a time series and its previous values. 

The X-13 model extends the ARIMA model to include seasonal components. The Census X-13 

method is a non-parametric method, which means that it does not assume any specific format 

for the time series. This makes it a versatile method that can be used to adjust a wide variety of 

time series for seasonality.

5. ANALYSIS OF RESULTS 

5.1 Stationarity Analysis

Unit root tests were carried out on the natural logarithm of the time series under study. 

The aim of unit root tests is to determine whether a time series is stationary or not. A time series 

is said to be stationary if its mean, variance and autocorrelation do not change over time. The 

presence of a unit root can cause problems in statistical inference, as it can lead to biased and 

inefficient estimates. 

Stationarity tests were then applied, both linear and with structural breaks. The results of 

the unit root tests are consolidated in Table 1 below. In this table, the variable y
t
sa is the natural 

logarithm of monthly GDP, in real terms and seasonally adjusted. The variable   ts  is the natural 

logarithm of social security collection in real, seasonally adjusted terms.

Analysis of the results of the tests without structural breaks shows that both the Brazilian 

GDP and social security collection time series are non-stationary in level and first differences. 

The values found in the test statistics are less negative than the corresponding critical values. 

Therefore, we do not reject the null hypothesis (H
0
) that δ = 0 and conclude that the time series 

tested are non-stationary.
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 The results of the structural break tests show that both the Brazilian GDP and social 

security collection time series are non-stationary in level, but are stationary in first differences. 

Note that for GDP in first difference (∆y
t
sa), both tests indicate that the estimated coefficients 

are statistically significant or reject the null hypothesis at the 1% statistical significance level.

As for the first-difference social security collection (∆tsa), the Vogelsang and Perron 

(1998) test indicates that the estimated coefficients are statistically significant or reject the null 

hypothesis at a statistical significance level of 1%. The Saikkonen-Lütkepohl test (2002) indi-

cates that the estimated coefficients are statistically significant or reject the null hypothesis at a 

5% statistical significance level for the model with a constant and deterministic trend.

The dates of the selected structural breaks refer to the following periods: (i) 1997: The 

"Asian economic crisis" occurred, with the devaluation of the Thai baht. The crisis spread to 

other Asian countries such as Indonesia, South Korea and Malaysia; (ii) 1998: devaluation of 

the Real and commodity prices influenced by a strong financial crisis in Russia; (iii) 2009: The 

"subprime crisis" or housing bubble crisis in the US began in 2008 and spread globally in 2009; 

(iv) 2014 and 2015: period of recession in the Brazilian economy; (vi) 2020: health crisis cau-

sed by the Covid-19 pandemic.

Table 1 – Results of the unit root tests (1997 to 2023).

Source: own elaboration. Using Eviews and JMULTI econometric software. 
Note:
1 - "Lags" means lags. Model types: "C" means constant; "T" means deterministic trend. Maximum initial count of 16 lags. ∆ is the 

first-difference operator. Note that (a), (b) and (c) indicate that the estimated coefficients are statistically significant or rejection of the null 
hypothesis at the statistical significance level of 1%, 5% and 10%, respectively. Monthly observations included: 319 (sample: 1997 to 2023). 

2 - The critical values of the ADFGLS are (Elliot, Rothenberg and Stock, 1996): (i) model with constant: -2.57 (1%), -1.94 (5%) and 
-1.62 (10%). (ii) model with constant and deterministic trend: -3.47 (1%), -2.91 (5%) and -2.60 (10%). Selection of the optimum number of 
lags using the modified Akaike information criterion. 

3 - The asymptotic critical values of the test   ZGL  are (Ng and Perron, 2001, Table 1): (i) model with constant: -2.58 (1%), -1.98 (5%) 
and -1.62 (10%); (ii) model with constant and deterministic trend: -3.42 (1%), -2.91 (5%) and -2.62 (10%). Spectral estimation method: AR 
GLS-detrented. Selection of the optimum number of lags using the modified Akaike information criterion. 

4 - The critical values of the Vogelsang and Perron test (1998) are: (i) model with constant and deterministic trend/intercept break: 
-5.35 (1%), -4.86 (5%), and -4.61 (10%); (ii) model with constant and deterministic trend/break of intercept and trend: -5.72 (1%), -5.17 (5%), 
and -4.89 (10%). (iii) model with constant and deterministic trend/break in trend: -5.06 (1%), -4.52 (5%), and -4.26 (10%). Types of break: in-
novational outlier and additive outlier. Selection of the structural break: minimized Dickey-Fuller t-statistic. Selection of the optimum number 
of lags: Schwarz Information Criterion. 
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5 - The critical values of the Saikkonen-Lütkepohl test are (Lanne et al., 2002): (i) model with constant: -3.48 (1%), -2.88 (5%), and 
-2.58 (10%); (ii) model with constant and deterministic trend: - 3.55 (1%), -3.03 (5%), and -2.76 (10%). Types of structural break: Rational 
Shift, Exponential Shift and Impulse dummy.

5.2 Co-integration analysis

Cointegration tests were then carried out on the time series under study. These are used 

in econometrics to check whether there is a long-term equilibrium relationship between two 

or more variables. Cointegration is an important property of economic time series, as it allows 

more sophisticated econometric models to be estimated. For example, error correction models 

(ECM) are based on the premise that co-integrated time series tend to return to their long-term 

equilibrium after being disturbed. Thus, three cointegration tests were carried out: the Engle-

-Granger test; the Johansen test and the Johansen test with structural break. 

The results of the cointegration tests are consolidated in Tables 2, 3 and 4 below. With 

regard to the Engle-Granger Cointegration Test, the results of which are reported in Table 2, 

there is no co-integration in the series analyzed here.

Table 2 – Resultado do teste de Cointegração de Engle-Granger.

Note: (*) stands for the p-values defined in MacKinnon (1996).

However, given the limitations of the Engle-Granger test, and due to the intrinsic endoge-

neity of the series analyzed, which exposes them to a potential simultaneity bias, the Johansen 

Co-integration Test was applied, as described in Table 3. The results of the Trace Test and the 

Maximum Eigenvalue Test indicate rejection of the null hypothesis of the absence of co-inte-

gration between the variables analyzed at a statistical significance level of 1%, according to the 

reported p-value, since the values of these two test statistics are higher than their critical values.

Table 3 – Results of the Johansen Cointegration Test - without structural break
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Note:
1 - Note that (a), (b) and (c) indicate that the estimated coefficients are statistically significant or rejection 

of the null hypothesis at the statistical significance level of 1%, 5% and 10%, respectively;
2 - The Trace Test and the Maximum Eigenvalue Test indicate a co-integration equation at a significance 

level of 1%.
3 - P-values obtained from MacKinnon-Haug-Michelis (1999).

But the co-integration analysis needs to take into account the structural breaks that were 

identified in the previous stationarity analysis procedure. In view of this, when applying the 

Johansen Co-integration Test, in the presence of structural breaks, the results again confirmed 

that the series co-integrate, as reported in Table 4. The test results indicate that the null hypo-

thesis of no co-integration is rejected. The value of the Trace statistic is 122.13, with a p-value 

of 0.000. Therefore, based on the test results, it can be concluded that there is a cointegration 

relationship between the time series. This relationship means that, in the long term, the two 

variables tend to move together.  

Table 4 – Result of the Johansen Cointegration test - with structural break.

Note:
1 - Note that (a), (b) and (c) indicate that the estimated coefficients are statistically significant or rejection 

of the null hypothesis at the statistical significance level of 1%, 5% and 10%, respectively.
2 - Breaks in level and trend together. 1st break: 1997M12; 2nd break: 2020M05.

In summary, the Johansen co-integration tests (without and with structural break) imple-

mented jointly demonstrate the existence of co-integration between the time series analyzed. 

5.3 Estimation of the VECM Model 

In order to determine the income elasticity of social security collection, the VECM model 

was estimated with one lag, according to the results of the usual lag selection criteria reported 

in Table A.1 of the Appendix. Table 5 below reports the results of estimating the co-integration 

vector:

Table 5 – Co-integration vector
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Note: (a), (b) and (c) indicate that the estimated coefficients are statistically significant or rejection of the 

null hypothesis at the statistical significance level of 1%, 5% and 10%, respectively.

The co-integration equation that deals with the relationship between social security col-

lection and GDP can be written as follows in period t:

(15)

Equation (15) shows that, in the long term, a 1% increase in GDP has an impact of 1.27% 

on the collection of social security revenue. In other words, the first hypothesis of the research, 

in which social security revenue is elastic in relation to GDP, was confirmed. This shows that, 

in the long term, social security revenue varies in greater proportion to the variation in GDP 

over the period analyzed. This achieves the fourth specific objective: to measure the elasticity 

of RGPS net collection in relation to GDP.

Table 6 below compares the results of the income elasticity of social security collection 

obtained in this study with those obtained in previous studies. It can be seen that, by applying a 

more rigorous and robust econometric procedure, there is evidence that social security collec-

tion is elastic in relation to the level of economic activity, compared to the other results obtai-

ned in the specialized literature, which pointed to a unitary income elasticity of social security 

collection. 

Several factors can explain this result. But it is well known that social security collection 

depends crucially on the economy's wage bill. Between 2017 and 2022, however, there was an 

intensification of the process of structural and microeconomic reforms to stimulate sustainable 

economic growth. These reforms include labor reform and microeconomic reforms to improve 

the business environment. This positive elasticity may therefore be reflecting the effects of the-

se reforms on the labor market.

Table 6 – Comparison of the long-term income elasticities of social security collection.

The Granger causality test is a simple hypothesis test that checks whether including a va-

riable in the regression equation of another variable improves the fit of the regression. In other 
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words, the Granger causality test checks whether the past of one variable can help predict the 

future of another variable. There are two ways of measuring the sources of Granger causality in 

a VECM model: (i) the coefficients of the lagged and differentiated values of the series analyzed 

(short-term causality); (ii) the coefficient of the error correction term (long-term causality).

The results for Granger causality in the short term are consolidated in Table 7, which 

show that social security collection Granger-causes GDP unidirectionally at a significance level 

of 10%. This is a counterintuitive result and, for this reason, a more rigorous Granger causality 

analysis will be implemented next in order to better clarify the temporal precedence between 

the variables analyzed.

Table 7 – Results of the Granger Causality/Block Exogeneity Test in the VECM

Note: (a), (b) and (c) indicate that the estimated coefficients are statistically significant or rejection of the 
null hypothesis at the statistical significance level of 1%, 5% and 10%, respectively.

 With regard to the second source of Granger causality, which is related to the long term, 

in an error correction model, the most appropriate way to assess the degree of exogeneity be-

tween the dependent variables, and thus the causal relationship between them, is to work with 

the concepts of weak and strong exogeneity, defined in Engle, Hendry and Richard (1983) and 

Ericsson (1994). Weak exogeneity in co-integrated systems corresponds to certain "zero res-

trictions" on the matrix of adjustment parameters and can therefore be tested. For example, the 

hypothesis of weak exogeneity of a variable x
t
 for the matrix of cointegration vectors  is not 

valid if one of the cointegration vectors β appears in both the conditional and marginal models. 

When the coefficients of the α are zero, the explained variable is said to be weakly exogenous. 

It is therefore necessary to reinterpret the causality condition in co-integrated systems. In a 

co-integrated system, {y
t
} does not Granger cause {x

t
} if the lagged values ∆y

t-i
 do not explain 

∆x
t
, and x

t
 does not respond to deviations from the long-term equilibrium. Therefore x

t
 is weakly 

exogenous.

 The results reported in Tables 8 and 9 below confirm the existence of a long-term Gran-

ger bi-causality relationship in this bivariate system by verifying the statistical significance of 

the adjustment speeds of the equilibrium relationships.
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Finally, as the Granger Causality Test is sensitive to the number of lags, in Table 10 below 

this test is implemented only on the pair of variables in first differences, considering lags 1 to 

5, and the results obtained, which are more intuitive from an economic point of view, show that 

GDP Granger-causes social security income at a significance level of 1%, thus diverging from 

the results reported in Table 7.

Table 10 – Results of the Paired Causality Test

Note: (a), (b) and (c) indicate that the estimated coefficients are statistically significant or rejection of the 

null hypothesis at the statistical significance level of 1%, 5% and 10%, respectively.

Therefore, while the results in Tables 8 and 9 point to a Granger bi-causality relationship 

between the variables in the long term, Table 10 points to a unidirectional Granger causality 

relationship between GDP and social security revenue in the short term.

The impulse-response function shows how a variable behaves after a shock to another 

variable in the system. This shock can be caused by any variable in the system, including the 

very variable being analyzed. The results of the impulse response function make it possible to 

assess how the shock will affect the variable in the short and long term.

In an autoregressive vector modeling context, it is important to check how a variable 

responds to a shock in another variable, assuming that all other variables remain constant. This 

analysis makes it possible to check whether the shock has a positive or negative effect on the 

response variable. 
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From the graphs in Figure 1, it can be seen that shocks to social security revenues on GDP 

or on themselves show a decrease with a subsequent tendency towards stability. The same ob-

servation is made when there is a shock to GDP. However, the response of a shock to the GDP 

time series on social security revenues is striking. The graph in the top right-hand quadrant of 

Figure 1 shows a rise in the social security revenue variable that began in the second period 

after the shock and remains observable even after ten periods.

Figure 1 – Generalized Impulse-Response Functions

The forecast error variance decomposition is another tool that can be used to interpret the 

results of VAR models. It provides information on the extent to which the variation in a variable 

can be explained by its own past values and by other variables. This tool is useful for assessing 

the relative importance of internal and external shocks to a variable. Tables 11 and 12 show the 

variance decomposition values of the forecast error for the RGPS social security revenue and 

GDP variables.

The results show the proportion of the total variation of each variable due to an individual 

shock. This is why the sum of the values obtained for the (RecPrev) and (GDP) columns for a 

given period is 100%. The results are shown in the graphs in Figure 1.

 According to Table 11, after ten periods (months) of the occurrence of a shock in social 

security revenues, around 69.33% of the behavior of this variable derives from itself and appro-

ximately 30.66% from GDP.  

According to Table 12, after ten periods (months) of a shock to GDP, 90.52% of the beha-
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vior of this variable is due to the variable itself and, in addition, approximately 9.48% is due to 

RGPS social security revenues.

Table 11 – Variance decomposition of prediction errors for tsa

Table 12 – Variance decomposition of prediction errors for y
t
sa.

The interpretation of the data obtained from the decomposition of the forecast error va-

riance can be complemented by the graphical analysis resulting from the use of the Cholesky 

method , as shown in Figure 2 below. The Cholesky method is an efficient method for decompo-

sing symmetric positive definite matrices. It is often used in applications where it is necessary 

to solve linear systems, estimate econometric models or analyze time series.
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Figure 2 – Historical decomposition using the weighted Cholesky method.

The graphs show the decomposition of the natural logarithm of the seasonally adjusted 

time series of the social security collection and GDP variables, respectively. The blue bars show 

the total stochastic (random) component, whose value for each period is the sum of the partici-

pation of each of the two variables analyzed. The decomposition graph for each of the variables 

under study makes it possible to understand the behavior of the stochastic component together 

with the trend and cyclical components, as well as to visualize the proportions/weights of each 

time series in the stochastic total.

 6. FINAL THOUGHTS AND POLICY IMPLICATIONS

The article under review addresses the important relationship between Gross Domestic 

Product (GDP) and social security revenues in Brazil, covering an extended period from 1997 

to 2023. Using a time series methodology, the study employs the Vector Error Correction Model 

(VECM) to investigate the long-term dynamics and causal relationships (temporal precedence) 

between these crucial variables. By applying unit root and co-integration tests, the article seeks 

to establish the existence of co-integration relationships, indicating a long-term equilibrium 

between GDP and social security revenues. This approach allows us not only to identify the 

long-term elasticities between the series, but also to examine the short-term influences through 

the model's adjustment dynamics, providing interesting insights into the underlying economic 

interactions between economic growth and social security fiscal sustainability. 

The aim of this study was to measure the elasticity of social security revenue linked to the 

RGPS in relation to GDP. After duly calculating the time series and econometric tests, an elas-

ticity of 1.278 was found. This result indicates an elastic relationship between social security 
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collection and GDP. This means that, in the long term, an increase in GDP leads to a proportio-

nally greater increase in revenues linked to the RGPS.

 The analysis of the elasticity of RGPS collection in relation to GDP has important im-

plications for Brazilian fiscal policy, as it indicates how social security collection varies in re-

lation to economic growth. If the elasticity is high, it means that tax collection is growing more 

than proportionally to GDP. This would be positive for the government, as it would allow it to 

increase collection without increasing rates and/or contribution time. On the other hand, if the 

elasticity is low, it means that revenue is growing less than proportionally to GDP. This would 

be negative for the government, as it limits its capacity to collect and may require an increase 

in the tax burden in order to maintain fiscal balance.

 In the context of seeking the financial sustainability of the social security system, long-

-term economic growth can contribute by increasing social security collection. By empirically 

understanding how these two fundamental economic variables (GDP and social security collec-

tion) are related, it opens the way for future studies to seek an interpretation of why they are so 

correlated.

   Some hypotheses for social security collection being elastic to GDP are: (i) with eco-

nomic growth, there is a tendency for wages to account for a greater share of total GDP; (ii) a 

reduction in informality in the labor market increases the number of taxpayers; (iii) economic 

growth resulting from an increase in productivity raises the amount paid by taxpayers.

 Even taking into account the differences in methodology and period, one important as-

pect observed was that the elasticity found in this study was higher than those found in previous 

studies. Brazil underwent a labor reform (BRASIL, 2017) with the aim of reducing bureau-

cracy in hiring labor and thus encouraging the creation of formal jobs. In Brazil, membership 

of a public pension scheme is compulsory for formal workers. In this context, there is a legal 

relationship with economic implications between the level of employment and social security 

collection. This opens the way for empirical investigation of the relationship between levels of 

employment and economic activity. It is also suggested that such a study could ascertain the 

impact of the labor reform that took place in 2017 on social security revenues relating to the 

RGPS.

 Finally, this study contributes to the literature by promoting a current assessment of 

social security collection, especially after the 2019 social security reform (BRASIL, 2019) and 

the Covid-19 Pandemic in 2020. For a long-term analysis, these two events are recent. Given 

that social security is a perennial public policy, studies, inferences and projections must be con-
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tinuous in order to encompass new and relevant socioeconomic information.

 

Appendix

In Table A.1 below, when estimating the VAR Model at level (or Long-Term VAR Mo-

del), 2 lags were selected in accordance with the usual lag selection criteria. However, given the 

existence of a long-term equilibrium relationship between the variables analyzed, according to 

the results of the co-integration tests implemented, one lag will be considered when estimating 

the VECM Model. In particular, the Akaike Information Criterion (AIC) and the Bayesian In-

formation Criterion (BIC) play a crucial role in weighing up the complexity of the model and 

its empirical performance.

Table A.1 – Selection of VAR/VECM Models

In Table A.2, "CointEq1" is the error correction term which, in the equation in which 

social security revenue is the dependent variable, has a negative coefficient (-0.192210) and is 

statistically significant (t-statistic = -4.98394), indicating the speed of adjustment in the short 

term and leading to a long-term equilibrium relationship, i.e. a co-integration vector. Note that 

the result of the adjustment that the variations need to make in the short term in order to reach 

long-term equilibrium is given by the coefficient α=-0,192210where these variations are, on 
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average, corrected by around 19.22% per month.

Tabela A.2 – Modelo VECM estimado
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Table A.3 below reports the results of the normality test for the residuals. It can be seen 

that, at a statistical significance level of 5%, at the second lag, the null hypothesis of the ab-

sence of multivariate normality in the residuals of the estimated VECM model is not rejected. 

However, it can also be seen that excess kurtosis has affected the results of the Jarque-Bera test.
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Table A.3 - Normality Analysis

Table A.4 below reports the results of White's Heteroscedasticity Test, which shows that 

the null hypothesis of homoscedasticity of the residuals of the estimated VECM model cannot 

be rejected.
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Table A.4 - Heteroscedasticity Analysis

Table A.5 below reports the results of the LM Test for Residual Serial Correlation. It can 

be seen that the null hypothesis of no serial correlation cannot be rejected.
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Table A.5 - Autocorrelation Analysis

Table A.6 below reports the results of the Stability Test. The stability of a VECM model 

can be verified by observing the behavior of the inverse roots of the characteristic polynomial. 

The result shows the presence of a stochastic trend or random walk, given that one of the roots 

is located on the unit circle. However, the other inverse roots of the characteristic polynomial 

are located inside the unit circle, indicating dynamic stability.

Table A.6 - Stability Analysis



33

Table A.7 – Causality/Exogeneity Analysis. 1ST RESTRICTION - VECM.
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Table A.8 – Causality/Exogeneity Analysis. 2nd RESTRICTION - VECM.
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